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The 57th Svwmposium on Shock and Vibration was held in New
Orleans, Louisiana, October 14-16, 1986. The Defense Nuclear
Agency, Washington, DC and the U.S. Army Engineer Waterways
Experiment Station, Vicksburg, Mississippi were the hosts.
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INSTRUMENTATION

AN INTEGRATION TEST FOR ACCELEROMETER EVALUATION

Eric C. Hansen
Underwater Explosions Research Division

David Taylor Naval Ship Research & Development Center

Portsmouth, Virginia

metnod.

A simple means for quickly evaluating accelerometers for integrability
is presented in detail. 1In this method the accelerometer is sutjected
to an unsymmetrical input and the resulting output is integrated and

compared to a known result., Theoretical aspects of this test are dis-
cuased and a mechanical device coupled with an electronic integrator

is described to illustrate a useful test system. Using this equipment,
test results from selected acceieruvmeters are shown to demonstrate the

INTRODUCTION

The most commonly used accelerometers at
the Underwater Explosions Research Division
(UERD) produce an electronic time history of the
applied acceleration at the output using plezo-
reasistive or plezoelectric sensitive elements.
Both of these accelerometer types are generally
comprised of a spring masa system with a natural
frequency to be measured. In the case of the
plezoresistive type, a small mass 1s suspended
on a cantilever beam to which strain gages are
attached at key stress points. Motion imposed
on the assembly cause the beam to flex and this
translates to a change in resietance in the
strain gages proportional to the input accelera-
tion. Most often the strain gages are intent-
ionally connected in a wheatstone bridge fashion
with an external excitation voltage applied at
opposite nodes of the bridge. A voltage propor-
tional to the acceleration is then created be-
tween the remaining nodes when the instrument is
disturbed. Plezoelectric accelerometers are
similar to the piezoresistive types except that
plezoelectric crystals are used in lieu of
strain gages as the sensitive elements. A
charge proportional to the input acceleration is
generated at the output and a charge amplifier
in the first stage of the signal conditioning
electronics converts this to a voltage.

It 18 easy to see that with both types, if
an accurate output proportional to the input is
to be expected, substantial design problems have
to be overcome and the quality of the output of
early sccelerometers reflected this. Because of
the appearance of improved features, such as the
use of somiconductor strain gages and stops to
1imit internal motions, fewer problems remain
with every new generation of accelerometers. In
the early seventies, when accelerometers were
first integrated for shock test purposes, rela-
tively few accelerometer designs were avallable
and functional problems were generally tolerated.

Instrument evaluation was chiefly done by the
intercomparison ¢f records made during resal test
situations. New manufacturers and improved de-
signs using advanced technology have enlsrged
the overall population of accelerometer types
and broadened the hazards of selection. 1t is
no longer feasible to try each available design
in real test work as the sole means of evalu—
ation. A method for discerning between those
which will produce satisfactory velocity records

‘when integrated, and those which will not, in-

clusive of all reasuvns was needed.

An expedient method to determine a group of
accelerometers to be undamaged without an expen—
sive recalibration was also needed. In shock
test work, the events of interest occur so sud-
denly and irrepeatedly, measurement devices must
be known to be properly working prior to a test,
or the resulting data could be interpreted as
questionable or loat completely. Reused accele—
rometers that may have been damaged during a
previous test night not exhibit any obvious
aymptoms of thelr true condition. The test pro-
cedure presented here was developed to meet
these needs; to aid in accelerometer design
evaluation and assass individual accelerometers
prior to their use in gathering data from a test.

THEORY

When an acceleromcter ia faatenad to a
solid spring loaded bar, (Sece Fig. 1) and 1a
allowed tou drop striking againat a hard elastic
surface, the assembly wili bounce repeatedly
with decreasing displacements as the kinetle
energy ic abaorbed by the inherent frictiows
until it finally cnmes to rest. The output
from a properly working accelerometer would
look similar to Fig. 2a.

If thia output 1ia integrated, a velocity
pattern shown in Fige 2b will reauwlt with the
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relative initial and final velocities equal to

zero as they should be (assuming the laboratory
has not undergone a significant velocity change
during the test). Examining the physical input

to the device, the actual acceleration history

18 composed of a serles of high amplitude short
COMPRESSEC duration accelerations separated by long periods

VERY SOFT of low amplitude accelerations in the opposite
— SPRiNG direction. This dissymmetry of the acceleration
— history presents an extreme test of the accele~

rometer's linearity. The areas which represent
the velocities under the long negative low amp-
litude pulses must exactly cancel the areas of
the sharp positive high amplitude pulses when
these areas are summed after the unit comes to
Ace rest if the velocity of the bar assembly before
and after the test is to be equal., Ueing this
°-il as a worst case input to the accelerometer,
HASS relative accuracy of these areas taken as the
| output from the accelerometer can be checked
| | LATCH by adding them in an electronic integrator
v -~ whose final value should be equal to and remain

DROP at its initial value.
DISTANCE

Any relative errors or inconsistencies in
I: E VERY ST/IFF the accelerometer output that alter these areas,
§PRG- will be summed and will appear as an offset at
the output of the integrator. Hysteresis
errors, which result in residual outputs from
the accelerometer, when summed in the integrator
will appear as an angular shifting of the output
record and continued ramping of the integrator
Fig. 1 - Conceptual Device for the output base line after the accelerometer has
Generation of Asymmetrical Acceleration come tc rest.

Magnitude cmmpmm
——
- 4

2a mcceleration A
LN

2b Verocity

=
<
[

2¢ Displaceaent

TN AW

Fig. 2a, 2b, 2c¢ - Acceleration, Velocity, and Displacement
Characteristic Curves for the Acceleration Generator

o
r. s“-.'i‘ ) 1.)’.7‘.3(\.‘ r‘,.v‘ ‘, (\,'u’.“( * "¥~} ;f
A" AN 3":;‘ NI ‘a’ N S




A s  HERUA VSNV NSV IURN SN NA NN UBMEURLABAMSNAUEAMAA MY  MVSV I E TBMNENNUMU WM RL I RMRMAL RN AR MW R-

TEST DEVICE

A detailed drawing and photo of our test
device is shown in Figs. 3a, 3b, and 4. The
base is a mild 'steel billet. The bar is also
mild steel and hus been machined at the top to
properly accept the type of accelerometer under
inspection. A elight spherical curvature is
ground into the bottom of the bar such that the
impacts will occur beneath the center of mass.
To achieve results that are not misleading, care
must be taken to insure that the motion of the
bar and accelerometer assembly is truly along
the vertical axis of interest and free from any
significant horizontal or angular components.
Four aluminum wires, seated in milled grooves
and attached to support rods, constrain the bar
to essentially vertical motion over the distance
(less than 3/16 in.) that the bar assembly
travels during the drop and subsequent bounces,
A spring is hooked to a small clip welded on
the bar loading it against the aluminum wires
and against the billet surface.

The bar assembly is cocked by placing a
small drill rod or rectangular metal stock
between the bar and billet at the very edge of
the bar separating them by a repeatable distan:e,
equal to the thickness of the rod. This rod is
quickly pulled back a small distance at the mo-
ment of test allowing the bar to drop. To in-
sure a clean release, the bar has a flat filed
into the spherical surface at the edge, and the
rod or stock is slightly undercut.
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With the accelerometer installed on the bar
and connected to the appropriate signal condi-
tioning electronics, the acceleration output is
fed into a storage oscilloscope. Various elas-
tic materials such as thin plastic or hard rub-
ber are inserted between the bar and billet
forming the impact surface. These are tried ex-
perimentally together with different rod thick-
nesges to achieve inirial acceleration close to
the upper range limit of the accelerometer, at
least twelve or more significant bounces, and
velocities as large as possible. This proce~
dure must be done as part of the initial set-
up for different accelerometers of the same
designs. Once a good bounce pattern had been
achieved, many accelerometers of the same design
may be tested, observing the velocity record,
with only occasional re-examination of the
acceleration record.

Assuming e constant value for the initial
acceleration to be sought, softer materials and
large rads tend to yiesld high velocities but
fewer bounces, while hard materials and small
rods generally produce more bounces at the ex-
pense of velocity. Keev in mind the drop velo-
city must be large enough to be resolved from
naturally occurring drifts within the integra-
tion systems used.

Using the mechanical device described,
typical combinations of thin plastic or rubber
impact materials and rod thicknesses between 1/2
and 3/16 in. will yield proper bounce patterns
that return to zero velocity in 100 - 300 msec.
An electronic integrator that will encompass
this time plus sufficient final value observa~
tion time is presented here although other drop
systems with longer bounce periods could demand
longer integration times for satisfactory accel-
erometer evaluation.

A schematic for this integrator is given in

Fig. 5.1%, Because the circuit inherently has a
D.C. gain, accelerometers must be manually trim-
med for less than 3 millivolts offset to avoid
circuit saturation. With wheatstone bridge
plezoresistive types, large fixed resistors
placed in parallesl across appropriate legs of
the bridge will suffice. A circuit modifica-
tion for the purpose of saving time using large
fixed resistors and a multi-position switch has
been tried with success. Any attempt by the
author at placing a potentiometer type variable
resistor anywhere ahead of the high gain input
stage has resulted in intolerable output drift.
The final balancing is accomplished using the
first stage amplifier null adjustment.
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*List of references given on page 10.
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Figure 6 ~ Sctematic for an Electronic Integrator with no D.C. Gain

An alternate circuit shown in Fig. 6 uses an

additional feedback loop to eliminate the D, C.
gain problem thereby allowing a much larger
accelerometer zero of fset. This circuit will
self balance in several seconds which may save
time when performing routine tests on many

accelerometers of the same type. Looking at
the frequency response curves in Fig. 7, one
can readily see that the latter circuit is par-
ticularly sensitive to low frequency noise
which will appear as a tendency for the output
to drift around. Considering component value
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changes due to temperature, electrical noise and TEST PROCEDURE
operational ampliffer driftiness, this circuit
has only worked well using our test device when It is prudent when initiating a test ses-
the actual sensitivity of the acceleroueter was sion to use a known good accelerometer first,
: great enough to produce better than .2 volts checking the equipment. An acceleration record
! output when operated near its maximum range. A is generated and observed to verify the combi-
test device capable of producing significantly nation of rod thickness and impact material
larger velocities while maintzining a good produce a pattesn within a selected set of
acceleration pattern within the integrators specifications (refer to Figs. 9, 10, and 15).
time frame, would represent an improvement. A one volt step is applied at the integrators '
test point (refer to Figs. 5 and 6). The result- FS?
High quality low noise, low drift ampli~- ing output should resemble the corresponding $§
i fiers and the use of quality fixed resistors impulse response as given in Fig. 6. The accel- %ﬁ
] are essential in the first stage of these in- erometer is then connected to the integrator, v,
4 tegrators to make them sufficiently drift and gseveral drops are made as needed to reveal %ﬁié
] free to resolve good and poor city patterns the repeatable character of the velocity pat-— &38
with low gensitivity accalerometers. Shield- tern. When testinz many accelerometers of the h
ing of the test apparatus may be necessary in same design, they may be connected directly to .
gome laboratory locations to reduce circuit the integrator once the system has been shown to ;
drifts as will good connections between the be worhing. The integrators discussed are sub- ,ﬂ
electronics, base billet, accelerometer bar ject to occasional drifts, and it is a wise Y
assembly, and release rod. Touching or procedure to make several drops on each acceler- &
loosing body contact with anything connected omeZer avoiding the possibility of being misled 3
to the circuit, grounded or not, often intro~ by such a drift. Examples of typical velocity
duce misleading drifts, and must be avoided outputs generated by integrating good and poor t
in the release technique. accelerometers are given in Figs. 11 and 14. boon
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Figure 8 - Impulse Response Curves for MacLaurin System Integrators
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Figure 9 - Typical Acceleration Record Following Initial Set-Up
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FPigure 10 - Expanded View of Acceleration (Note the Initial Negative Acceleration)

Figure 11 - Velocity Record Generated by Integrating a Properly Working
Accelerometer (Note the Alignmeat of the Initial and Final Velocities)
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Figure 12 - Acceleration Integral with an Unacceptable Negative Offset
(Note the Integrator Recovery Towards Zero)
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Fig. 13 - Acceleration Integral with an Unacceptable Negative Offset and Ramping

Fig. 14 - Acceleration Integral From a Damaged Accelerometer
(Note the Extreme Positive Offset)
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Fig. 15 = Specifications for the Input Acceleration

TEST SPECIFICATIONS

The need for an in-house, quantitative
evaluation to support our own measurement stan~
dards has prompted the Instrumentaticna Group at
Underwater Explosions Research Division of the
David Taylor Naval Ship Research and Development
Center (UERD/DTNSRDC) to develop certain speci-
fications surrounding this test. The guidelines
used in these specifications were adopted to
keep the rigors of the test procedure to a min-
imum while resolving a standard we consider
achievable at the present state of the art of
accelerometer design. Presently, in our work,
accelerometers with ranges gmaller than 200 g
are seldom used. These specifications apply to
accelerometers with maximum inputs 200 greater.
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PROCEDURE SPECIFICATIONS

1. The input to the accelerometer must be
a geries of large short duration accelerations
separated by small long duration accelerations
in the reverce direction with tne largest accel~ A
eration having a magnitude at lea~t 50 tiues
greater than the small ones.

2. The first bounce must achieve an input
acceleration between 90% and 100% of the upper
range limit of the accelerometer being tested.

b

3. There must occur more than 10 bounces E§
within 100 to 300 msec with the acceleration :’i
of the 10th bounce greater than 10% of the first Pl
bounce (refer to Fig. 15). by
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ACCELEROMETER SPECIFICATIONS

The accelerometer will be subjected to the
inputs described, and the output will be accu-
rately integrated into a velocity record. In
the evaluation of the following, the largest
peak to peak velocity transition, (generally
the first) will represent 100%.

The final velocity must settle to within
+ 2.5% of the pre~release velocity for at
Teast 150 msec following the last peak to
peak velocity transition less than 5% of the
largest peak to peak velocity transition.
Due to the residual bounces that are often
present when measuring the final velocity,
the mean value of the velocity transition at
the point meastred sliould be used. For more
clarity, see Fig. 16.

ACCELEROMETER EVALUATION DISCUSSION

Often the differences between devices are
obvious enough that qualitative decisions
between which design is better or which one is
not working can be easily made by a simple
visual inspection of the velocity patterns. It
has been the experience of the author that a
batch of properly working accelerometers of one
type will show no repeatable resolvable offset
or ramping, whereas with another type, such as
high temperature piezoelectric, every available
accelerometer tested may exhibit similar prob-
lems such as a tendency to drift or to have an
initial hysteresigs. One particular device ex~
hibited a horrendous offset and ramping on the
first several tests, but it was noticed this
condition improved with each drop. By the
geventh or eighth test, the accelerometer had
apparently “"seasoned” and the errors were gone
completely. All of the accelerometers of this
design tested were found to behave this way,
and whether shelf time would bring back the
condition became a point of speculation.

At UERD different accelerometer designs
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are reviewed on a case to case basis with con-
gideration towards the particular features of-
fered and the job requirements. These obser-
vations must further be weighed against the
ability of the design under scrutiny to meet
our specifications accompanying this test.
Generally we at UERD have found that records
taken from accelerometers used in our type of
work that do not come up to the specifications
mentioned, when integrated, will result in
velocity records with obvious flaws.

SUMMARY AND CONCLUSIONS

A method for quickly checking the integra-
bility of accelerometers has been developed.
The accelerometer under examination is mounted
on a bar assembiy which is allowed to fall and
bounce repeatedly on a hard elastic surface
until it comes to rest. Accelerations generated
in this way are exceptionally unsymmetrical and
present a worst case input to the accelerometer.
An eleccronic integrator is used to convert the
accelerometers output into a velocity history
with a revealing characteristic pattern which
should begin and en. with zero velocity. Our
experience with this i~st has found it to be
sufficiently rigorous an inclusive to expose
the existence of a majority of problems that
might be inherent in a device, while remaining
well adapted for checking large batches of ac-
celerometers prior to installation. It can be
expediently used to directly intercompare, and
thereby evaluate different available acceler-
ometer designs by the quality of their output.
The mechanical apparatus, integrators, and speci-
fications described herein present a working test
system which will make possible the measurement
of significant differences in integrability be-
tween accelerometer types. The specified equip-
ment and techniques are provided for convenience
to the reader, and are not iantended to imply the
exclusion of method refinements as needed to re-
solve a given standard achievable within the
state of the art of accelerometer design.
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Figure 16 ~ Specifications for Accelerometer Integrability Test
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SPECIRAL DENSITY ESTIMAIES OF
COARSELY QUANTIZED RANDCM VIERATION DATA

Thomes J. Baca

Saxlia National Laboratories
Aluquerque, New Mexico

The meesurement of random vibration enviromments during flight testing
of aerospace vehicles is usually by brosdeasting analog
signals via telemstery from the flight vehicle to a receiving station
on the grouni. At Sanxdia National Laboratories, digital telemstry
systems are boooming attractive alternatives to traditional analog
systems because thay eliminate transmission noise and make more
efficient use of telemstry bexdwidth. A crucial decision must be made
during the design of s digital telemstry system regarding the minimum
mumber of bits in the word representing the digitized vibration
signal. Utilizing fewer bits increases quantizing error but allows a
greater mmber of measurement channels to be handled by the telemetry
system. Tha objective of this peper is to assess the effect of low
quantizing rates on auto-spectral density (ASD) estimates made on
ranxiom vibration data. A 4-hit quantization scheme was evaluated by
oompering the time histories and ASD estimates cf tha 4-bit data with
those of the original data and an 8-bit version of the data. Three
different types of random data were used for the ison: 1)
bandlimited white noise; 2) narrowbend random; and 3) actual random
vibration data cbtained from an actual flight test utilizing a
telematry . The study reveals that surprisingly accurate ASD
estimates made using 4-bit data retain both the amplitude and
frequency characteristics of the ASD of the original data. A simple
reconstruction technique is introduced which makes the 4-bit quantized
time history look more realistic.

INTRODUCTION quantizing resolution which is required during

conversion from en analog to a digital

One mejor goal of a flight test program for an
agrospece vehicle is to provide valid
accelercmeter data during flight. Flight test
data are analyzed to characterize the random
vibration environment experienced by the emtire
vehicle and its internal ts. The

of gathering flight vibration data
with digital telemetry (TM) systems has
Important implications for the final data
analysis. This paper addresses one besic
telemstry system design parameter, namely, the

representation of the measured vibration data.
A oomperison of a coarse (4-bit) axd a more
refined (8-bit) quantization scheme is
described which demonstrates the effect of the
quantization prooess on the final spectral
analysis of the data. The results of this
study provide a good example of how a firm
undarstanding of the ultimete use of
telemstered flight test data is crucial to the
most efficient design of the telemetry system
itself.

* This work was sponsored by the U. S. Department of Energy under
Contract No. DE-ACO4-768-DPOOT789.
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DIGITAL TELEMETRY SYSTEMS

Flight test instrumentation systems designed at
Saxdia National Laboratories typically utilize
contimious analog telemetery data links (1.e.,
FM trasmitters anxd receivers using
voltage controlled oscillators, WO's) for
sing acoeleromster data measured in
flight to recording stations on tke grouma.
The engineer re! for transforming the
raw vidration date into an envirommental
definition converts the analog signals into a
digital representation which has enginsering
units (e.g., g’'s for acceleration) and which
can undergo additionai computerized analysis.
The digitization prooess may be repeated if
different conversion parameters are desired.
The abllity to view the raw analog signal
generated by the telemetry system and the
flexibility of re-digitizing the data are two
reasons why engineers for analyzing
flight vikration data are reluctant to depart
from the use of VOO data.

The tradition of using VQ0’s to measure ilight
vibration data is now being challenged by T
designers who advocate the transmission of
data in digital form. New telemetery system
designs that include the capability to transmit
digital data must provide an can-board
analog-to-digital (A/D) conversion capebility.
Such a digital telemetry system is highly
advantageous in three ways. First, in flight
4A/D conversicn eliminates sources of noise
contamination introduced by transmitting,
receiving, and recording an analog VOO signal.
Seocond, T bendwidth con be used more
efficiently with digital data than analog cdata
to send the same amount of informntion.
Finally, digital T systems ofSer more
flexibility than analog TM’s in salecting the
dynamic range of ths measured data and in
allowing for on-board date processing (e.g.,
peak detection, Fast Fourier Transform
calculation, and root-mean-square estimation)
because they can be programmed to handle
configuration changes, while an analog system

hardware modification to achieve the
sams effect.

Onas aspect of the digital T™M design is s0 besic
that it is not subject to change without
hardware replacement. The A/D conversion
process for the accelerometer output signals
has to be defined early in the design of the
telematry system in terms of two parameters:
sample rate and quantization resolution. The
selection of a sampling rate is dictated by the
maximum content of the analog signal
vhich must be preserved. Quantizetion defines
the number of possible digital values which the
analog signal can assume when it is sampled.
Once & sampiing rate is chosen, efficlent use
of the available tranmission bendwidth of the
digital telemetry system requires that the
minimum mmber of cquantization levels be used
during A/D conversion. As far as the
measurement capability of the entire TM system
is ooncerned, this means that more measurewents

12

can be made on the flight test vehicle if the
mmber of quantization levels is reduced
significantly.

A reduction of the mumber of quantization
levels, however, cannot be dong arbitrarily.
The data analyst re e for specifylag
analysis s for flight random vikration
data mist asgess the effects of such changes.
Implementation of this assessment process
motivated the work discussed in this paper.
Specificelly, a TM design decision had to be
made at Sandia National Leboratories regarding
the effects of coarse quantization on spectral
density estimates of random vibration data. A
coarse quantization scheme could only be deemed

if it aid not significantly alter
the random vibration spectral density estimates
used to characterize the flight envircnments of
the flight test vehicle.

DIGITAL QUANTTZATION

Quantization involves assigning a numerical
value to a sampled analog signal. Since

the digital values are stored and transmitted
in binary, the nurber of possible digital
valuss are expressed in hits, wbere N hits
impides 2**N different values. For example, &
4-bit system has 16 assignable valuss, while
an 3-bit system has 266 avalleble values. In
the 4-bit system with a +/- 10 g operating
range, the sequence 0000, 0001, OO10, ...,
1111, represents the values: -10 g, -8.76 ¢,
-7.5¢g, ..., 10 g. The 8-bit system has more
resolution because it has more binary
combinations to use in representing the
digitized signal (e.g., 00000000, 00000001,
00000010, ..., 11111111 represent -10 g,

9.2 g, -9.84¢, ..., 10 ¢g). Normally, 10-bit
or 12-bit quantizaton is used in a regular A/D
conversion prooecs. This high degree of
resolutior eliminates concern over the

effects of quantization error during random
vilration analysis. The reason the 4-bit
quantization is refersed to as being “coarse" is
shown by a comparison of Figures 1 and 2.
Figure 1 shows what might e a typical random
vikraton time history. Figurc 2 shows the
effect of 4-bit quantization on the time
history in Figure 1. It is not surprising that
most enginesrs given the task of amalyzing the
data in Figure 2 would decline, arguing that
the available data are hopelessly corrupted by
coorse quantization. The natura of quantization
error is discussed in the next section.
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Figure 1 Original Random Vibretion
Time History.
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Figure 2 Coarsely Quantlzed Rendicm
Vibration Time History.

E QUANTIZATION ERRR:

Both the time and frequanty demain implications
of quantization error need to be exumined in the
context of andlyzisg telemotered randum
vitration data. In the time doosin, omws valid
ooncerp with this <-bit gystem centers on the
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relationship petween the degree of quartization
error ard the eize of the quantization
intervals. The size of these intervals q is
wtsrmined by dividing ths fuil. calibratior
range of the accelerometer by the number of
quantization levels:

2 * CAL

q- 1

2N

where CAL is {hs calibration level of the
acoalerometer channel {zero-to-peak) and N is
the mumbsr of bits uscd in quantization. The
symbolg * and ** denote multiplication and
exponeniiation, respectively. Assuming that the
quantization exrror e is uniformly distributed
batween ~/2 and q/2, it can be shown
(Reference 1) that the root-mean-:

quantizing error e-rms is given by:

q
6-Ims =

B

(2
12

This relationship was wsed to congiruct
Figuwre 3 which shows how 1he rms quantizing
error varies as a function of bits for
different calibration levels. The e-rms

quantizing error of 0.361 g on a +/- 10 g
channel with 4-bit quartization is only 3.6
paroant: of the calibration ievel of the

the measured signal is within

thevalidrangeoftlschannel a relatively
low amplitude error ie generatod in a typical
flight vibration time history by coarse
guanvization.

.
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Stmlation studies of different levels of 10.0 1 BANDWIDTH = 0 0156 HZ-S
] HORMALIZED VARIANCE ExROR = 8 9%

qaantization resolution showed that the
theoretical e-rms values givem by Equation 2
and those generated daring the similations
differsd by only one percent or less. Still,
it is important to note that the sssurption of
uniformly distributed quantization exror
berames less valid if the number of
quantization bite is reduced further. (See
Referemoes 2 and 3.)

ASD G**2 PER HZ—-S

It must be recognized that a digitized time
history is subjoct to the same potertial errors
as an analog chamnel if the measured signal is
very small or very big relative to tle
calibratior, rangs of the chamnel. If the
raastred 3ignal is too small, a poor signal to
noise ratio exists in the analog system, and
the signal xay not exceed the first quantizing
level in the digitel gystem. Should the signal Figure 4 ASD Estimate of Original Random

exceed the calibrated range of the channel, .
then Doth #he analog and digital time histories Vitration Time History in Figwse 1.

are rendered ur3less by the clipping of the
measured signal.

The frequency domain manifestations of

quantization exror can be seen by estirating

o suto_spostial densihy (ASD) of the tise 1007 o o
ory F. 1 2. The t ory f b

in Figure 1 is Gaussien distriluted white noise ]

vhich ha3 a 10,000 samples per second sample

rate axd which has been lowpass filtered at 2

kHz. ASD estimates were made using Welch's

method (Reference 4). The ASD estimate in

Figure 4 shows a flat spectral characteristic

of vhite n2ise. A normalized frequency axis is

used to show the entize frequuncy content of

the signal which can be represented for the

specified sampling rate (i.¢., 0.5 Hz-8 . . |

oorresponds to halt of the sampling rate and. is ] ] I

the Nyquist frequency of 6,000 Hz). The 00 P R R T T

ASD G2 PER HZ--S
133
o
L ' I

rall-0f{ ir the ASD at -Q0.2 Hz-s reflects the 0.0 o1 02 0.3 04 05
lowpass filter upplied to the data. The ASD NORMALIZED FREQUENCY HZ-S
estimate for the 4-bit quantized data in
Figure & shows tbut spectrum in the 0-0.2 Hz-s
range has not changed significantly, but there
has been a vniform additiun of spectral cuntemt Figure 5 ASD Estimate of Coarsely Quantized
over the remalider of the frequency range. Data in Figura 2.
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The white noise charucter of the quantization
error can aiso be seon by compubing an ASD
estimate for the quantization error e.
Figure € shows the time history for quantization
error between The bandiimited white noise in
Figure 1 and the ocarsely quaentized version of
the sams data in Figure 2. Figuro 7 reveals
the white speatral content of the quantization
e, Note that the megnituds of this
quantization error ASD is governsd by the
ovarall e-rms valus givem in Equation 2 because
the square root of the area under the ASD plot
equals the e-rms of the time bistory being
analyzed. In equation form:

\/e-a.adw' - 1 e (3
V12

whers e-asd is the ASD spectral valus for

v
the vhite noise quantization error, SR is the
sampla rate of the data, exd g is tne
quantization interval size given in Equation 1.
Substituting Equation 1 in Equation 3 lesds to
the following expressicn: .

CAL**2

easl =
¥ 3*SRe2+*(2N)

€))

vhore §R 18 equal tn 1 in the normalized
frequency plots in Figure 7. The average
spectral value of 0.1307 g**2/Hz-s is observed
in Figure 7. This agrees closely with the
regult prodicted in Equation 4 which is 0.1302
g**2/82—3. Equation 4 suggests one way of
reducing the error comtritution to an ASD
estimate in a digital telemetry system is to
increase the rate so that the spectral
vcntriutios of the quantization error spectrum
i8 gpread over s wider frequency rangs,
resulting in a lower ASD level in the frequency
range of interest.

Thus, yuantization errcr in a 4-bit ccarsely
quantized time history has two predominant
effects. First, the time history 5 a
blocied appearance indicetive of the quantizing
levels. Becoxd, the error is manifested in the
frequency domain as the addivion of white
noise. Initiel ixdications are that for the
murpose of enalyzing vibration data, the
significance of the quantization error in terms
of contribution to overall g-rms in the time
domain and the ASD spectmm level in the

frequency domain is relatively small for 4-hid
quantized data.

NP ey

TIME HISTORY RECONSTRUCTION

3 An improvemont to the coacse 4-bit digital
¥ oonversion prooess can be made by the
higher frequency portions of the quantization
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Figure 6 Quantization Error Time History for
4-bit Quentization in Figure 2,
(i.e., Fig. 6 = Fig. 2 - Fig. 1).
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NORMALIZED FREQUENCY HZ-S

Figure ? ASD Bstimate of Quantization Error
Time History in Figure 6.

error spectral density. Another zero phese
shift lowpess filtoring operation is carried
out on the ocoarsely quantized data to achieve
this effect. Figure 8 shows that this final {
filtering at -2.4 kHz acts to reconstruct the
time history so that it is very similar to the T
original date in Figure 1. (Note that final
filtering was carried out at a higher cut-off
frequency to minimize the effect of the second
filtering operation on the data in the O to 2
kHz rangs.) The high frequency contribution of
the quantization error has been eliminated as
shown in Figure 9. Note the similarity between
Figure 9 and Figure 4. indicating that the
4-bit quantized data can produce a spectral
density estimate which is quite similar to that
of the original data.
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design option suggested by TM designers st o3
10.04 Saxiia. Three differemt types of raniom data y
were used for the ccmparison: 1) rendlimited ]
&) white noiso; 2) nsrrovbend rendom; and 3) e
50 actual raxdom vibration data obtained form an R
5 w actual VOO chamnel. The 4-bit and 8-bit data A
E it ik it Lo Jal i 0 are jurtaposed ip Figures 1C-15. The &&‘5
= 00 R (L I LT TR comparisons are made betwoen the 4~bit and o
= TN TR R N AT B AN S AT I 8-bit date in terms of: a) the tiwe histories; LA
BN ik Qi it b) the ASD estimate; and ¢) a plos of the &
5 | difference between the ASD estimates of the :
(&:) =50 quantized dats and the original data.

BANILIMITED WHITE NOISE: Generation of the

-10.0 : N S o Gaussian distributed white noise was discussed
00 01 02 03 04 previcusly. Figures 10 and 11 show time and
TIME & frequency dorain agreement between the 4-bit

reconstructed deta and the 8-bit quantized
data. The ASD difference plots in Figures 10c
ard 120 reveal that even though the error in

Figure 8 Result of Time History the 4-bit ASD estimate is greater than the
Reconstruction Technique Applied 8-bit data, it 1s still cnly 6 to 10 percent of
to thae 4-bit Crarsely Quantized the actual ASD level. This peroentede is
Tava in Figwe 2. soosptadle, particularly because fivst, it is

evenly distributed over aii frequencies, and
secrnd, bocause it is not much larger than the
normalized variance error of 8.9 percent for
the ASD estimate.

NARROWBAND RANDOM VIBRATION: Ths paxrowband
raxdom vibration data were similated cn a 10 g

10.0 1 BANDWIDTH = 0 CI66 HZ-5 channel by convolving the impulse response
] NORMALIZED VARIANCE ERROR 8 9% function of a viscously Qamped single~degree-
] of-freedom (SDOF) oscillater having e natural
75 frequency of 0.1 Hz-s (1000 Hz for the sample

rate of 10 kHz), with Gaussian distributed
] vhite noise. The resulting time history was

] then bandlimited to 2 kHz by zero phase shift
5.0 lowpess filtering. Q(moe again, the 4-bit

. reconstructed and 8-bit time histories (Figures
] 12a and 13a) are very similar in character.
25 ! The ASD plots in Figures 12b and 13b appear

] indistinguishahle becanse of tze large dynamic
. range of the ASD estimates. Difference error
001 plots 1n Figures 12 and 13c reveal that the

RO A Ny T

- : g - - . error - a, error is

NORMALIZED FREQUENCY HZ-S less than 0.5 percent at the frequency range of
peak response. Thae 4-bit recopstructed data
does an excellent job of preserving the &
character of the ASD plot of the narowband :

r’
Figure 9 ASD Estimate for 4-bit Reconstructed randon data. g‘

Tine History in Figure 8. ACTUAL, VOO FLIGHT DATA: Figures 14 and 15 ;
compere 4-bit reconstructad and 8-bit quantized
data from acceleration measurements made with a
talemetry system using a 4kHz V0O chamnsl. The
"original" forma of the data was a 12-bit
cquantized time history sampled at 20 kHz. Once
again the 4-bit reconstructed data provide an
ASD estimnte for tke flight vibration

ASD G2 PER HZ-S

']

e

4-BIT VS 8-BIT OOMPARISON envircmment which is accurate in terms of hoth e
magnitide and frequency content. Note that in Eh
The coarss +bit quantization scheme wus order to be consistent with the aualysis by
avaluated further by comparing the time method used on actual flight data, the ASD .‘r,{
histories and ASD estimates of the 4-bit estimates in Figures 14b and 15b express *
zeconstructed data with those of an 8-bit frequency in Hz, instesd of normalized [
version of the data. The 8-bit quantization frequoncy ‘nits of Hz-s which were used SE
schems vas chosen because it was one possible previously. K
o
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Figure 10a Reccnstructed 4-Bit Time History of
Bandlimited Gaussian White Noise.
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Figure 10¢ ASD Differemce Error between 4-Rit
Reconstructed and Original
Bandlimited Gaussian White Noise.
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Figure 1ia 8-Bit Quantized Time History of
Bandlimited Gaussian White Noise.
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Figure 11b ASD Estimate for 8-Bit Juantized
Bandlimited Gaussian White Noise.
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Figure 12a Reconstructed 4-Bit Time History of

Similated 1 KHz SDOF Data.
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Figure 12b ASD Estimate for 4-Bit

Reconstructed Simulated
1 KHz SDOF Data.
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CONCLUSIONS

ASD estimates of vibration data digitized using
a 4-bit quantization scheme are acceptable for
characterizing random vibration environments
measured on digital flight test telemetry
systems. A reconstructed time history which is
very similar to the original data can be
created using the method described in this
peper. The overall effect of 4-bit quantizing
on typleal vibration signals is to add roise
power uniformly over the emtire frequency
spectrum of the digitized data. This
quantizing error power contribution has been
shown to be small enough to ke negligible for
purposes of characterizing random vibration
enviromments. Care must still be used with the
ocarsely quentized data to make sure that data
does not exoeed the calibration rangs of tke
measurement channel. Practically, this means
that a peak dstector should be incorporated in
the telemotery system design. The quantization
error evaluation methods utilized in this study
are significant because they demonstrate the
ability of the coarcely quantized 4-bit data to
provide nearly the same time histories and ASD
estimates as finely quantized random vibration
data.

In a more general semse, the error analysis
study desoribed in this paper demonstrates the
dmportance of evaluating the impact of digital
telematry system design parameters on the
anglysis of random vibration data. Only by
developing an understanding of the final use of
the telemetered date can the T designer and
data analyst work together to develop a
telemetery system which will provide data
needed to define flight vibration environments
in todays aerospece vehicles.
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A QUANTITATIVE METHOD FOR EVALUATING SENSOR LAYOUTS

T. F. Chwastyk
Naval Sea Systems Command
Wasnington, D, C.

and

D. G. Rapp
Westinghouse Electric Corporation
Bettis Laboratory
West Mifflin, PA

The layout of sensors to measure shock response has traditionally been
performed on an "engineering judgment" basis and typically has been done
only with the intent of directly measuring local effects, e. g. stress
intensity in a highly loaded area. Little appears to have been done to
use data from widely distributed sensors to verify broad patterns of
structural response predicted by analysis.

This paper gives a quantitative method for evaluating the use of sensors
widely distributed over a structure to confirm and measure the amplitude
of the dominant loading response patteras predicted by analysis. Appli-
cation of this method to plausible traditional sensor layouts often shows
surprisingly inefficient use of sensor channel capacity. Improved sensor
layouts are readily achieved. The use of this method allows designing
sensor layouts to guard against isolated errors either in sensor perform-
ance or in model.ag. It also allows ready extrapolation of sensor
results to uninstrumentable a =

uncertainty in estimated valuo-
inaccuracy.

s, with a quantitative estimate of the

due to sensor noise or modeling

b INTRODUCTION

Both accelerometers and strain gages are
used to measure the response of structures
or components during shock tests., In the

; past, because only a limited amount of in-

{ strumentation was available, only a very few
sensors were assigned to any given compo-
nent, For more recent tests, data acquisi-
tion systems have been improved significant-
1y so that several hundred sensor signals
can be recorded for each test shot. As a
result, it is now reasonable to assign
enough sensors to high interest componeats
to resolve superimposed shock response
characteristics not directly measurable by
any single sensor. In some cases, it is
warranted to include more sensors than there
h are response characteristics to be resolved,
3 and thereby incorporate some measurement
replication to verify the consistency of the
data. The problem is to select the best
sensor layout for measuring the shock
response characteristics of interest.

,‘u‘x

‘)‘l

S'.«m"‘w. et

T R SR N T M)

Thi, paper describes a general, quantitative
method that has been developed to evaluate
sensor layouts for which the shock response
characteristics are linearly related to the
sensor readings. With this method, differ-
ent sensor layouts can be evaluated (a) to
verify that all response characteristics of
interest are resolvable, (b) to determine
the extent of "aliasing" or interference
from response char.cteristics not of inter-
est, (c) to determine how much consistency
checking is provided for each sensor, and
(d) to see how much normal sensor noise
shows up in the resolved response character-
istics., Examples are included to show how
this general method was used to evaluate
three different types of sensor layouts.
the first type of layout to be evaluated,
strain gages are used to measure forces and
moments in thin-walled cylindrical compo-
nents, The second type cf layout to be
evaluated involves the use of accelerometers
to determine the linear and angular accel-
erations at the Center of Gravity (CG) of a

In
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rigid body. The last type of sensor layout
to be evaluated utilizes accelerometers to
measure the shock response of a flexible
body in terms of its normal modes of
vibration,

FUNDAMENTAL CONCEPTS

Improvements in computer and instrumentation
technology have led to Targer and more de-
tailed analytical models and increased num-
beirs of sensors. However, sensors have
typically been assigned to measure local
responses in areas where analysis pradicts
cause for concern, and prediction vs. mea-
surement comparison has typically centered
on local peak values only. Such peak level
comparisons are quite sensitive to the in-
fluence of localized modes affecting the
sensor location, as well as to phasing
errors in modal combination rules, and do
not try to confirm or take advantage of
modeshape information fundamental to many
analyses. On the other hand, most of the
response energy tends to remain concentrated
in a few global modes affecting broad areas
throughout the component or structure. This
is true even when modeling detail is in-
creased permitting large numbers of modes.
Thus, this paper is based on work intended
to confirm the accuracy of the basic mode-
shape and modal amplitude predictions of the
model for the dominant global modes. Reso-
lution of such global modes permits extrapo-
lation of global effects to uninstrumentable
areas, and is useful in isolating and pro-
viding a becter picture of the effects of
localized modes that cause concern in iso-
lated high response areas of the compo-~
nent. Although the method was developed
primarily to resolve traditional vibration
modal information, it has been found equally
applicable to nonvibration work as well, to
resoive the effects of superposed distinct
loading cases.

Modal Description versus Point-by-Point
Description: A system response to external
Tnputs can often be analyzed by identifying
characteristic patterns or "modes" of
respense of the system. The analyst can
calculate the extent to which - ich mode will
respond to a given input, and then superpose
the individual modal responses of the system
to obtain an overall system response. The
advantage of the modal approach over the
brute-force approach of treating all point
parameters in the system individually is
that for repetitive treatment of many dif-
ferent inputs, redundant information is
minimized; the number of modes necessary for
reasonably accurate system response calcula-
tions in the areas of greatest interest is
typically far smaller than the number of
system point parameters that would have to
be treated individually,
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NOTE: The "modes" used to describe the sys-
tem response need not necessarily be
modes of vibration; all that is
necessary is that each mode have
associated with it a constant “"mode-
shape" describing the relative re-
sponse of each system point param-
eter, so that the modal response of a
large number of point parameters can
be described by a single variable
(the modal amplitude). Thus, a non-
dynamic model of a beam might be de-
scribed by six modes of response -
one axial mode, two transverse shear
modes, two transverse bending modes,
and one torsional mode.

Sensors Give Point Parameter Measurements:

A basic problem in applying modal techniques
to test data is that sensors generally do
not measure quantities attributable to a
single mode; rather, each sensor measures
the effect on a given point parameter of all
modes superposed. The particular point
parameter measured depends on the type of
sensor (e. g., strain gage, accelerometer,
hydrophone), its location in the system, and
typically on its orientation, Orientation
is significant if the measured parameter is
part of a vector or tensor field, e. g., ac-
celeration or strain, and can be neglected
only when the parameter field is scalar

(e. g., temperature, pressure, voltage). 1In
general, the parameters of interest are sen-
sitive to sensor orientation. A brute-force
point-by-point approach to measure system
response would require sufficient sensors at
every point to measure all parameters of
interest at each point. This is obviously
impractical because of the large number of
sensors required and is inefficient as well;
from a modal standpoint, much of the sensor
data could be shown to be redundant. In
addition, systems frequently contain points
which, while essential to analysis, are
inaccessible or otherwise impractical to
instrument.

Sensor Layouts Sample the System Response:

While fully instrumenting every system point
parameter is not practical, it is usually
possible to find a small representative sub-
set of the system point parameters which are
both accessible for measurement and suffi-
ciently diverse that the amplitudes of the
desired modes can be resolved unambiguously
when the system response is sampled only for
these representative point parameters. The
sensor layout determines what portions of
the system response are actually sampled,
both for the total response measured by the
sensors and for the desired modal responses
making up the total, For a given sensor
layout, each mode of response will have
associated with it a "sensor modeshape"
indicating the response of each sensor to

M A S W T T I Y L e e Ca TP g ¥ a ¥ Vs AP T a ¥t Yy AT T N T T T T A T At e TR RS e N ~
\%ﬁ'ﬂﬂ& zﬁ"(‘gf? Q’J‘(f’ ;,-:}.«--,"K-,:.,« ’-r:::;’ﬁf,"é.;:‘:;-‘;f“s“i-’:;-::, ‘.":;( NI A ':::’:«.;f.:v' ROSLS N AEAC -‘:«‘.,f N
‘3 3 ‘] *ﬂm Vi ‘K‘J L‘&_\‘L*ﬂm&.:_ R R A I N A A A At S P A AN A A AL AL

SIS IS e T [ X2

-

TEETA

R

i

)

TR e O4 93 FIPIL

S LR W |




"’

e L T gt ath gis atd 1A of

the presence of a unit modal amplitude
response in that mode.

Sampling Quality Determines Confidence in
Inferred Response at Un.nstrumented

Points: For a given senzor Tayout and a
consequent set of sensor modeshapes, a
matrix can be generated which transforms any
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set of actual sensor readings into least-
squares estimates of the corresponding modal

amplitudes. Using these modal amplitude
estimates, the response at uninstrumented
points in the system can be calculated. The
confidence associated with these inferred
uninstrumented responses depends on two sets
of factors: first, the confidence level of
the system model from which the significant
modes were selected and the sensor mode-
shapes were extracted; and second, the con-
fidence level in the validity of the sensor
data, coupled with (a) the numerical charac-
teristics of the transformation matrix and
(b) the signal-to-noise characteristics of a
normally functioning sensor, Because the
transformation matrix varies only with the
sensor layout and does not depend on the
actual sensor data, the quality of the esti-

mated quantities depends only on the sensor
layout (for a fixed model of the system},
ang 1t depends on the layout to a surprising
degree. The quality associated with a lay-
out can be assessed to a certain extent in
advance, before any sensor data is obtained.

Redundant Sensors Allow Checks for Modeling
and Sensor Deficiencies: When the number of
sensors exactly equals the number of modal
amplitudes being estimated, the least-
squares fit provided by the transformation
matrix will always be exact and the resid-
uals between actual sensor readings and
best-fit sensor readings will be zero. If
additional sensors are provided - generally
distinct from the original sensors, but in
some cases almost exact replicates - then
each sensor will have associated with it a
known extent of residual error checking to
help detect malfunctions of an individual
sensor or overall modeling deficiencies.

Use of Residual Time-History Data: In the
typical dynamic case, where sensor data is
available in time-history form rather than
as static responses to different static in-
put cases, the time-history behavior of
residuals can provide useful infermation.
Residual time histories for one o more sen-
sors which strongly resemble one of the
modal amplitude time histories suggest an
error in the sensor modeshape used to re-
solve that mode. Residual time histories
with large amplitudes only in a narrow time
interval, particularly if evident only for
sensors in a localized area, suggest a tem-
porary localized unmodeled event such as an
{mpact between system parts modeled as non-
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contacting. Finally, residuals with strong
nonlinear features such as sudden apparent
zero shifts, presentation only of peaks
which appear clipped in the origiral sensor
daca, or step rises and truncated exponen-
tial decays, may provide clues to signal
conditioning electronics problems,

Aliasing Checks: Frequently, it is not in-
tended to resolve all modal responses of a
system, but only those significant for eval-
uating certain system point parameters of
interest. In this case, the modes intended
to be neglected must be evaluated to ensure
that their sensor modeshapes and expected
peak mcdal amplitudes do not seriously af-
fect the estimated modal amplitudes for
desired modes. A quantitative measure of
aliasing effects is provided by using the
sensor-to-modal transformation matrix on
sensor readings corresponding to neglected
modes at their peak level,

METHOD OF EVALUATION

The general steps used in evaluating sensor
layouts are as follows:

1. Identity which system response modes are
to be measured. These could be
(a) forces and moments in a support
skirt or section of piping, (b) rigid
body linear and angular accelerations
about the CG, or (c) mode shape multi-
pliers which establiish the magnitude of
shock response in the normal modes being
considered.

2. Select a tentative sensor layout.

3. Set up an equation that gives the sensor
readings as linear combinations of the
amplitudes of the desired modes, i. e.

{s} = [RI(C}.

In the above equation, (S} is a vector
of sensor readings, [R] is a response
matrix whose elements R;, are the re-
sponse of the i-th sensor to a unit
valuge of the k-th system mode and (C} is
a vector of the system modal amplitudes.

if an accelerometer layout were being
evaluated to see if it could measure the
response of a flexible body in terms of
its normal modes of vibration, then the
normd] mode shape components correspond-
ing to each sensor location and orienta-
tion could be used for the columns of
[R]. The corresponding elements in {C}
are the multipliers which establish the
magnitude of shock response in each
mode. The columns of [R], in any case,
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are the "sensor mode shapes" that are
being measured in response to the
presence of a unit modal amplitude of
the corresponding mode.

Note that each element R;) intrinsically
has associated with it units of (uaits
for sersor i)(units fcr modal amplitude
k)~1, or the sensor scale associated
with each row divided by the modal scale
associated with each column, As shown in
Appendix A, the choice of modal scale is
arbitrary and has no effect on the
nature of the least squares fit; it
simply changes the interpretation of a
given modal amplitude level., The sensor
(row) scale factor does, however, affect
the nature of the fit by influencing the
way residuals are distributed among the
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If the number of sersors is smaller than
the number of modes being resolved or if
there are linearly dependent sensor
modeshape columns, then the [RTR] matrix
will be singular and the inverse will
not exist. (This is equivalent to try-
ing to find a number of unknowns that is
larger than the number of independent
equations available.) A nonsingular
[R'R] matrix can be obtained either by
revising the sensor layout being con-
sidered (to change one or more sensor
modeshape columns to eliminate linear
dependence between columns) or by reduc-
ing the number of sensor modes being re-
solved (a corresponding column is
deleted from the [R] matrix for each
mode that is eliminated). If a mode is
deleted from the response matrix, it is

sensors, This is also discussed further essential to check later for aliasing of
in Appendix A, The units associated the neglected mode into the retained
with the elements of the matrix [P], modes (see step 8).
defined below, are the inverse of those
for [R], 1. e., Py, has units (units for 5. Calculate the least squares filtering
mode i){units for sensor k)1, matrix [U] as follows:
Calculate the pseudo inverse matrix [P] {u] = [RICP].
as follows:
Tor-1roT The utility of the [U] matrix can be
£P1 = [R'RI7IMR'D. seen best if it is assumed that a set of =
sensor readings {S} is available, The
When the pseudo inverse matrix is multi- best fit modal ampiitudes {C} corres- )
plied times a set of sensor readings, ponding to these sensor readings are
the desired modal amplitudes are ob- given in Step 4 above as
tained, i. e.
€} =[PI5). i;
[P1{s} = [PILRI{C} i
Tor-1raT Then, using tre equation from Step 3, ;?
= [R'RI7MRI[RI(C} = {C}. the sensor readings {S} that correspond ]
to the best-fit modal amplitudes are L)
Whenever the number of sensors is equal given by s
to the number of modes being resolved, i
the above procedure is equivalent to = R1{c} = [RICP1{s el
finding the inverse of the [R] matrix. Bl el s} !
For this case, the [R] matrix is square S} = vi{s}.

and the equation for the [P] matrix
simplifies to

|

Thus, it can be seen that the [U] matrix
filters or transforms a set of seasor
readings such that they correspond to
the sensor values predicted by the model
[R] for the best-fit values of the modal
amplitudes. Another way of viewing this
is to set up a residual vector {y} = (S} ?
- {§}. 1t can be shown that if (¥} #0, h
then (¥} cannot be expressed by any com-
bination of the columns of [R]. This
residual {¥} is tne "unmodeled compo-
nent" of {S} and is stripped off by [U]
to leave the "modeled component", {S}.

(RTRIURTS
[RIMRTITURTY = [RD"L.

T

X

If the number of sensors is larger than
the number of modes being resolved, the
above procedure gives the best estimate
(in the least squares sense) of the
modal amplitudes that correspond to the
sensor readings,
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6. Examine the diagonal of the [U] matrix
to determine the amount of consistency
checking for each gage. If a diagonal
element U;; equals one, the other en-
tries in that row and column will be
zero and the best fit sensor value S, is
directly equal to the corresponding sen-
sor reading S;. in this case, there is
no consistency checking between sensor i
and the other sensors.

However, when a diagonal term U;y is
less than one, and an instrument error
occurs on sensor i but not for any other
sensors with non-zero coefficients in
row i of [U], then the fraction (1 -
Uii) of the instrument error will show
up in the residual ¥; and the same frac-
tion (1 - U;;) of the squared in-trument
error will show up in the residual
squares, i. e., in

(7 i) = 205, - 57

(Although the contribution of a given
error AS acting on sensor i to the
squared residual for sensor i is only
(1-U;;)2 252, the error will also pro-
duce apparent residuals U; ;45 for other
sensors j # i, It can be shown that the
total contribution to the sum of squared
residuals,

aS2((1-U,.)2 + £ u2.),
ii j#i i)

is equal to A52(1-Uii), which is larger
than ASZ(I-Uﬁ )2.)

Having U;; values less than one provides
consistency checking among the sensors
in row i of {U] that have non-zero coef-
ficients; i. e., as long as Ugq is less
than one, a single sensor malfunction
involving sensor i is guaranteed to show
up in the residual for sensor i and in
the total squared residuals summed over
all sensors, to the extent shown by (1 -

The consistency of a set of sensor read-
ings can be checked by calculating the
ratio of (sum of residuals squared) to
(sum of raw data squared) where the sums
are taken over all sensors. The smaller
this ratio, the better the data fits the
model. A perfect fit would have zero
residuals and a ratio of zero. In prac-
tice, for dynamic time history deta ore
could calculate Lhis vatio for each time
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sample of sensor data to determine an
average value of the ratic over a tran-
sient. One would then investigate more
closely the individual sensor readinrgs
and sensor residuals for time intervals
in which the ratio becomes much worse
than the average, i. e., at times when
the data becomes less consistent with
the modetl.

The matrix [U] is a square matrix having
as many rows and columns as there are
sensors being used. Also, the sum of
its diagonal terms Uj; is equal to the
number of modes being resolved. There-
fore, the optimum condition for getting
the maximum amount of consistency check-
ing for each sensor is to have the diag-
onal terms in the [U] matrix equal to
the number of modes being resolved
divided by the number of sensors being
used, Also, it appears desirable to
have as many off-diagenal terms in the
(U] matrix be non-zero as possible since
this spreads the consistency checking
over the largest number of sensors.

Finally, it should be apparent that if
U;; is very low (e. g., less than 35
percent of the maximum U::), sensor i is
being used inefficiently. A sensor with
such Tow U;; uses most of its own data
simply to check itself for errors; its
reading can be predicted with good con-
fidence from the readings of other sen-
sors and is not very useful in helping
resolve modal amplitudes or in checking
the consistency of other gages. Low Ui;
values typicaily arise when sensor i

duplicates or nearly duplicates the Y
reading of another sensor {or set of .“:;1
sensors) at a lower scale, e. g., a Bﬁj
Poisson effect strain gage where the g;ci
model includes no independent loading in !

the direction of the Poisson gage. Un- =
less there is a desire to test the spe- ;;?3
cific feature of the system model that A7
leads to such a low scaled and redundant gfﬁf
sensor prediction, the offending sensor §2§§
should be reoriented or moved to get P g

more reasonable U;; and better values
for the other U;:. Even if checking a
model feature is considered desirable,
alternate layouts will frequently show a
better distribu-ed sensitivity to model
inaccuracies (see step 9) and provide a
better check than that provided by the

residual of a seasor with very low Uj;.
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7.

Calculate the variance for each of the
resolved modes (02(C;)) as a function of
the variance in the sensor readings
(az(Sk)). Here variance in the sensor
readings is taken to mean the square of
the sensor RMS "noise floor" or "grass
level”.

From the second equation in Step 5, it
can be seen that the modal amplitudes
are linear combinations of the sensor
readings. If the noise contributions to
the sensor readings are uncorreleted be-
tween sensors, the variance for mode (i)
is equal to

02(c.) =3I B, a%(S,).
K ik k

Then, if all sensors are assumed to have
the same variance o2(S)} this reduces to

2 2 g2 2
a?(C;) = o%(8) f PZy-

Thus, when all sensors are assumed to
have the same variance, the row sums of
squares of the pseudo inverse matrix [P]
provide indexes or measures of the vari-
ances for the corresponding modes.

The variances of the modes are an indi-
cation of the sensor noise that will be
superimposed on the modal amplitude sig-
nal. The smaller the variances the
better.

While the variances are based strictly
on sensor noise, a sensor layout with
variances that are high (compared to
other layouts) will be more sensitive to
small errors in model accuracy, in sen-
sor placement, and in sensor linearity.

Comparison of modal variances is
generally sufficient to evaluate the
relative merits of one sensor layout
compared to another., However, modal
variances are somewhat abstract and hard
to relate to easily comprehended system
point parameter values. The second part
of Appendix A shows how to express lay-
out performance in system terms vice
modal terms, using realistic (not neces-
sarily all equal) sensor noise floor
levels.

be re:olved as false indications of the
decired modes, and compare the aliasing
level apparent for each undesired mode
to the expectrd level for the desired
mode.

The extent of aliasing acceptable will
depend upon the application. It the
aliasing is unacceptable, change the
sensor layout {either add a sensor or
move/recrient some existing sensor(s))
and reevaluare from step 3. If aliasing
is still unacceptable (a. g., greater
than 10 or 15 percent) after several
iterations of the sensor layout, it is
generally best to include the offending,
neglected mode into the [R] matrix.

This will drive up the variances of the
desired modes previously suffering
aliasing, but it is often easier to
resolve the variance deficiencies than
an aiiasing deficiency.

In cases where the modes to be resolved
are vibration modes with known associ-
ated frequencies, it may be acceptable
to allow substantially more aliasing if
the desired and interfering modes are
widely enough separated in frequency to
permit use of bandpass or band-reject
filters to reduce atiasing. This ap-
proach must be used with caution, how-
ever. Filter effects on timing and
phasing of the filtered modal amplitude
must be consid~red before using the fil-
tered modal time history with any dif-
ferently filtered or unfiltered modal
time histories,

If there is uncertainty about the ac-
curacy of the sensor mode shapes, the
effect of modeling inaccuracy can be
determined by perturbing the model with
changes of a size appropriate to the un-
certainty in the model parameters.
Generate a perturbed model sensor
response matrix [R'] and then examine
[PI[R'] for differences from the identi-
ty matrix. Such differences indicate
the interpretation errors that would
result from using the assumed original
model! to reduce data from a system ac-
tually reflecting the perturbed model.

EVALUATION OF SENSOR LAYQUTS
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In the following three sections, examples
are given to show how different types of
sensor layouts can be evaluated using the
method described above. For maximum effec-
tiveness, the procedure should be automated
as much as possible so that attention can be
focused on selecting and comparing sensor
layouts rather than the mathematical calcu-
lations. Three short (~40 lines) APL

{A Programming Language) functions were used

If there are any predicted modes of sys-
tem response which are not included in
the modes to be resolved, determine the
sensor responses associated with the
peak level expected for the neglected
modes. Apply the {P] matrix to these
sensor response vectors to determine the
extent to which the neglected modes will
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for the calculations in the foliowing sec-
tions. APL was a particulariy cofivenient

proyramming language for this application

decause of its apility to nandle arrays of
different sizes automatically.

Evaluation of Strain Gage Layouts

In this section, differen: strain gage lay-
outs are evaluated based on thair ability to
measure the forces and moments in a chin-
walled cylinder. The coordinate sys*em,
force definitions, and response formulas
used in the evaluaticns are shown in Fig-
ure 1. In developing the strain gage
response modeshapes snown in Figure 1, the
units for all sensors were takea as micro-
strain or 1076, and the following valves of
force or moment were adopted as correspond-
ing to a unit wodal amplitude; the result of
thase conventions is that +1 is the maximum
elemeni possible in any sensor modeshape:

Load for Unit

Mode Modai Amplitude
X-Shear (Ri,l) AG/10%
Y-Shear (R'i ,Z) AG/lOG
Z-Tension (Ri,3) AE/108

X-Bending (R1’4)
Y-Bending (Ri,b)
Z-Torsion (R;’s)

1E/(108 Ry)
IE/(108 R})
2J6/(108 R.))

where: A = Area of cross-section

E = Material modulus of elasticity

G = Shear modulus of elasticity =
£/2(1+v)

v = Poisson's ratio = 0.3

R, = Outside radius

I~ = Moment of inertia of cross-
section

J = Polar moment of inertia of

cross-section

The first strain gage layout to be evaluated
consists of n1ne strain gages arranged in
rosettes at T = (°, 90°, and 180°. Within
each rosette, one gage is circumferential
(A; = 0°), one gage is axial (A; = 90°), and
the third gage lS centered between the other
two gages at A; = 45°. This layout along
with the resu]%s of the quantitative evalua-
tion is shown in Figure 2. The low diagonal
values (0.083) in the (U] matrix for the
first, fourth, and seventh gages indicates
that these circumferential gages are not
being utilized effectively. Their best es-
timate value is seen to be little more than
"minus Poisson's ratio times the axial gage
readings." If oressure surges were included
in the load set, the circumferential gages
would be more effective because circumferen-
tial strain is the major response to pres-
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sure surges., However, since pressure surges
were not included in the specified set of
loadings, it is concluded that a better
strain gage layout can be found.

The second strain yage layout to be evalu-
ated was selected to show how significant
improvements can be obtained by minor
changes in a sensor layout. For this lay-
out, the strain gage rosettes in the first
layout were rotated 45° so that the center
gage is aligned with the axis of the cylin-
der, i. e., "crow-foot" rosettes. This lay-
out along with the results of the quantita-
tive evaluation is shown in Figure 3, In-
spection of the [U] matrix shows significant
improvements in the amount of consistency
checking for all gages. Significant reduc-
tions in the modal (load) variance indexes
were also obtained,

The third strain gage layout to be evaluated
was selected to show why it is important to
consider the variances for the modal ampli-
tudes. This layout consists of nine strain
gages arranged in three crow-foot rosettes
just like the second case. However, in this
case the rosettes are located at T;= 0°,

45°, and 90° and hence are closer %ogether,
covering only one quarter of the circumfer-
ence., This layout is shown in Figure 4 with
the corresponding evaluation results, It is
interesting to note that the [U] matrix ob-
tained for this layout is identical to the
one obtained tTor the second lTayout. Thus,
the two layouts provide the same amount of
consistency checking between gage readings.
But, as one might expect intuitively, the
third layout is less desirable for resoiving
forces and moments, This is evidenced by
the overall large increases in the variance
indexes and hence uncertainties in the loads
being measured. In general, it has been
found that the variances for the forces and
moments are minimized by equally spacing the
rosettes. (The second part of Appendix A
notes that the Figure 4 Tayout does give
performance marginally superior to the Fig-
ure 3 layout for inferring the response of
points in and near the hzavily instrumented
quadrant. However, it does so only by im-
posing gross penalties on the accuracy of
responses for points even a short distance
outside the quadrant, to the extent that its
use would normally be unacceptable.)

The fourth strain gage layout considered
shows how an arrangement ¢f eight gages can
be optimized for measuring the thrce forces
and three moments at a plane along the axis
of a thin-walled cylinder. This layout has
two gages at each of the transverse
coordinate axes, i.e., at T;= 0°, 90°, 180°
and 2706°. At each 1ocat1on one of the
gages is oriented halfway between the cir-
cumferential and the axial directions (Ai =

A Lt

P
W \" Tl

g5

"F
Lin

,;w. .,
2P o i

-~

wpr



45°) and the otner gage 1S orionted in the
axial direction (Ai = 90°). Fiaure 5 shows
the lavout ard the corresponaing evaluation
results. This layout is considered to be an
optimum layout bacausa al}! of the diagonal
tarms in the (U] matrix are equai. In this
case each diayonal! term equsls U.75 because
six modes are being resolved with eight
strain gages and 6/8 = 0.75. When ali di-
agonal tarms in the [U] matrix are equal, an
equal amount of consistency checking is pio-
vided for each gage reading., The load vari-
ance indexes stewn in Figure 5 are gener2lly
less and better balaanced than those shown in
Figure 3. Thus by optimizing the layout,
fewer gages can de used to measuve the same
response characteristics with better accura-
cy. The Figure & strain gage layout also
has an additional advantage in that all
forcas and moments couid be resolved even
though bcth of the gages at one measuring
station were lost., This would not be pos-
sible with the Figure 3 strain gage layout.

Evaluation of Accelerometer Layouts Used to
Measure the Shock Responsé o: Rigid Bodies

In this section two different accelerometer
layouts are evaluated to show different
approaches that can be used to determine the
CG accelerations of rigid bodies. The coor-
dinate system, CG acceleration definitions,
and response formulas used in the evalva-
tions are shown in Figure 6. The sensor
signals are assumed tc be in "g’s’., The
unit modal ampiitudes then correspond to
"g's" for translational modes and “"g's per
Tenigth unit" for rotational modes, In
writing the response formulas it has been
assumed that centrifugal (rw?) accelerations
are negiigible when compared to tangential
(ra) and translational accelerations. This
assumption has been found to be valid in
evaluating the shock response of components
in a large number of cases. When made, this
assumption reduces the responses of acceler~
¢meters cn a rigid body to linear combina-
tions of the CG accelerations.

NOTE: It is pcssib]e to account for cen-
trifugal accelerations due to hlgr
rigid body angular velocities for
cases such as systems in flignt or
freefall which have cnough spin or
tumbling to impese nonnegligible
centrifugal sensor response. How-
ever, an additional response mode
is required for each orthogonal
axis through the C& about which
centrifugail effects ars 0 be ru.
solved, This cuts down on the
amount of consistency checxking
available from a given number of
sensors. Also, since oscillations
in angular velocity are genera'ly
slower than oscillations in

28

angular acceleration, the centri-
fuyal modes will have a tow fre-
quency dominated spectrum - 0 Hz,
in fact, for steady state spin -
and resolution will ve difficelt
unless accelerometer frequency re-
sponse extends to DC. This woulc
dictate use of strain gages and
piszere,istive rather than piezo-
electric accelerometers. Third,
because centrifugal modes respond
to the square of the angular veio-
city rather than the first power,
(a) accuracy will be pcor at low
anoular velocities, 2. g., 1 per-
cent response for 10 percent of
full scale angular velocity, and
(b) the sign or sense of the velo-
city will be ambiguous. The net
effect of tiiese considerations is
that CG centrifugal modes should
be accounted for only where vehi-
cle or system centrifugal effects
about the CG are directly of in-
terest.,

For illustrative purposes, a cylindiiczl
rigid body is assumed which has a radivs of
25 lergth units and a height of 100 length
units. Twe different approaches are shown
in Figures 7 and 8 for measuring ine CG ac-
celerations for this component. In Figure
7, six accelerometers are shown for measur-
ing the six CG acceierations. In this case
there is no redundancy and hence no consis~
tency checking among the accelerometer read-
ings. This is evidenced by the 1.0 values
on the diagonal of the [U] matrix. The
variances calculated for the CG transla-
tional accelerations are seen to be of the
same order of magnitude as the variances for
the accelerometer readings. The variance
for the CG acceleration in the y-direction
is noted to be better (lower) than the vari-
ances for the CG accelerations in the x and
z-directions., Thus this type of layout
might be used when all of the CG accelera-
tions were to be measured and tha one in the
y-direction was considered to be the most
significant.

For many co-ponents the shock response is
such that the CG angular acceleration about
the z-axis is negligible. For these cases,
an accelerometer layout similar to the one
shown in Figure 8 is more appropriate. In
this layout, six accelerometers are used to
measure five of the CG accelerations, i.e.,
the angular acceleration about the z-axis is
act evaluated. The accelerometers have been
deliberateiy arrange¢ tc have no sensitivity
to rotaticn about the z-axis by locating
their sensitive axis always in a radial-
vertical plane. This nakes the z-rotation
senscr mode shape all zeros, as shown by the
1ast column of the “FULL RESPONSE MATRIX"
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in Figure 8, and prrvents aliasing. In this
case some consistency checking is provided
for the accelerometers that sense
acceleration in the vertical direction.
Attention 1s also called to the fact that by
inclining two of the accelerometers with
respect to the coordinate axes,
approximately equal variances were obtained
for the translational CG accelerations.

Evaluation of Accelerometer Layouts Used to
Measure Hode Shape Multipliiers for Flexible
Bodies

In this section different accelerometer lay-
outs are evaluated based on their ability to
measure the narmal modes of vibration in a
flexible bady. If the deformation of a
flexible body can be described by a linear,
elastic model, then its shock response can
be described in terms of its normal modes of
vibration. Furthermore, the response of an
accelerometer located at some point on the
body can be represented as a linear combina~
tion of mode shape multipliers, i.e.,

{s} = [RI{C}.

In the above equation entries in the (S}
cclumn vector are accelerometer readings,
columns in the [R] matrix are the mode shape
values at the accelerometer locations, and
entries fn the {C} column vector are modal
amplitudes, i.e. the levels of excitation in
each mode,

Care must be used to maintain consistent
interpretation for the level of excitation
corresponding to unit modal amplitude. One
convention used for shock analyses nor-
malizes the system mode shapes to have a
value of 1.0 at the maximum responding sys-
tem degree of freedom. In this case, the
normalized system mode shapes are consistent
with modal amplitudes whose units are "g's
at the peak responding system degree of
freedom." We normally extract flexible-body
sensor mode shapes from such unit-normalized
analysis results by just using the mode
shape value for the degree of freedom cor-
responding to the sensor location and orien-
tation; therefore, we use sensor units of
"g's" and have modal amplitudes inter-
pretable as "g's at the peak responding
system degree of freedom." Two things are
important to note here: first, sensor mode
shapes are not normalized to a largest com-
ponent of 1.0, and 1.0 might not appear in a
given column of [R] unless we happen to
assign a sensor to the peak responding sys-
tem degree of freedom; and second, the sen-
sor mode shape may contain values larger
than 1.0 if we orient an accelerometer part-
way between two Sysiem degrees of freedom
both of which have large responses. Thus,

in a sensor modeshape derived on this basis,
neither the absence of 1.0 nor the presence
of values bigger than 1.0 (for sensors
oriented between system degrees of freedom)
indicates an error. When rotational effects
at a nocde are neglected, the maximum value
that can appear in [R] for a sensor oriented
between two 0.999... response system degrees
of freedom is 1.414... and between three
suc? system 9egrees of freedom is 1.732...
(212 and 3V 2 pespectively).

For illustrative purposes a simply supported
beam that is 12 units long was selected as
the flexible body. The shape for the n-th
mode is thus equal to sin(nm/12), assuming
shear and rotational effects are neglected
and assuming the accelerometer masses have
negligible influence on the beam mode
shapes. Figure 9 shows the results obtained
from an evaluation of a layout where five
equally spaced accelerometers are used to
measure multipliers for the first three
modes. The consistency checking among the
gage readings is fairly good as are the
variance indexes for the mode shape
multipliers.

In general, the level of excitation will be
low in the even modes if both end supports
see similar inputs; therefore it may be
desirable to concentrate on measuring the
response for odd modes. Figure 10 shows the
results obtained when using five equally
spaced accelerometers to measure the multi-
pliers for modes 1, 3 and 5. 1In this case
there is no consistency checking for the
center accelerometer, but the variance
indexes are the same as those obtained in
the Figure 9 case.

The available degrees of freedom in the Fig-
ure 10 accelerometer layout cannot be used
to measure multipliers for additional odd
modes. If this is attempted, the response
matrix becomes singular. The reason for
this 1ies in the symmetric sensor placement
about the center; in any odd mode, the
sensor at position x shows the same response
as a sensor at position L-x, For purposes
of resolving odd modes, the arrangement
shown on Figure 10 might as well be an ar-
rangement where the sensors on the right
half of the beam have been relocated on top
of the corresponding sensors at the left
half, so data is effectively sampled at only
three points (two of which have replicated
sensors). Note that the Figure 10 layout
would be perfectly capable of resolving ad-
ditional even modes, such as 2 and 4, since
the even mode response is not identical for
symmetric sensors (magnitudes are the same
but signs change). This was not pursued
because of lack of interest in the even
modes.
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To avoid effectively replicating sensors for
odd modes by syumefry, a layout was next at-
tempted with the five accelerometers equally
spaced over the left side of the beam as
shown in Figure 11, By locating al?
accelerometers on one side of the beam the
multipliers for odd modes 1 through 9 can be
measured, In this case there is no consis-
tency checking between gages since five
modes are being resolved with five acceler-
ometers. The variance indexes for *he modal
amplitudes are only slightly high»r than
those obtained when measuring thiee mode
shape multipliers with the Figure 10 laycut.

Although satisfactory from a variance stand-
point, the Figure 11 Tayout proved very poor
with respect to aliasing, as shown by the
results in Table 1. Each row of this table
is computed by generating sin(nmnx/12) at the
sensor locations as the sensor mode shape
for the n-th mode shown in the row labels,
and arplying the pseudo-inverse matrix [P]
from Figure 11 to obtain the apparent modal
amplitude for the desired modes shown in the
column headings. Zero responses are shown
as blanks for greater clarity. The follow-
ing items shown in Table 1 are of interest.

2. Desired modes 1, 3, 5, 7, and 9 show up
properly, with unit amplitude in the
true mode and no aliasing into other
desired modes,

b. The even modes alias badly into the
desired modes, and do so in a way that
makes filtering on a frequency basis
difficult, i. e.,, the worst aliasing
from even modes is seen in the immedi-
ately adjacent odd modes. Mode 1 suf-
fers most from mode 2, mode 3 suffers
from both modes 2 and 4, mode 5 has sub-
stantial aliasing from 4 and 6, etc.

c. HWorse yet mode 9 looks exactly like
mode 11 with the sign reversed; similar-
1y, mode 7 looks Tike an inverted
mode 13, etc., down to mode 1 which
equals inverted mode 19 or uninverted
mode 21. A filter sharp enough to
significantly diminish a response at
mode 11 fregquency may severely distort
the mode 9 time hiscory. The situation
gets better for lower modes which are
more widely separated in frequency from
their aliases.

d, The table is carried very high (mode 50)
to illustrate that it repeats in blocks
(by of 20 modes, i. e., row i is identi-
cal with row (20b+i) and identical with
a sign-reversed row (20b-i). However,
the high mode number examined is not un-
realistic with respect to raw, unfil-
tered shock accelerometer data. For im-
pulsive shock, the velccity spectrum
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tends to remain constant and accelera-
tion levels, therefore, tend to increase
tinearly with frequency (provided modal
mass is smali enough to avoid causing a
spectral dip). The basic periodicity of
the table is caused by the unitorm L/10
spacing of the accelernmeters.

e. Note that modes 10, 20, ...10n cause no
aliasing because they have nodes {zero
response pointe) at all the sensor
locations.

In order to resolve both the high level of
even-mode aliasing (although even-mode am-
plitude is expected to be small, minimizing
the concern) and the mode 9/mode 11 problem,
two changes were made in the layout shown on
Figure 11. First, all sensors were located
at nodes of mode 11 (i. e., at multiples of
L/il) so that the closest unresolved odd
mode which could alias into mode 9 would be
mode 13. Second, to take advantage of the
change in sign of even modes compared to
adjacent odd modes over the length of the
beam, sensors were placed at locations 2, 4,
6, 8, and 10 times L/11 to sample both
halves of the even mcde cycles. As shown in
Figure 12, variances are essentially un-
changed from Figure 11. The aliasing
characteristics are greatly improved, how-
ever, as shown by the results in Table 2.
Note the following:

a. Even modes alias solely into a single
desired moda vice into several. While
the aliasing amplitude is higher, the
difficult frequency separatious are far
better except for modes 5 and 6. Even
for mode 5, the Figure 13 aliasing of
100% mode 6 is probably better than the
probable combined effect of 62% mode 4
plus 62% mode 6 (root sum of squares =
87% combined) because it occurs at only
a single frequency rather than in
balanced sidebands.

b. The block periodic structure now repeats
at multiples of 11 modes vice 20. How-
ever, even though modes 1 and 3 now have
targe aliasing from modes 10 and 8 vice
19 and 17 previously, the frequency
separation is great enough to permit
filtering out effects smoothly. Note
that modes 11, 22, 33... produce no
aliasing, as intended.

Finally, to investigate sensitivity of
aliasing to errors in sensor placement, the
aliasing checks of Tables 3 through § were
run with the basic fraction of L for each
sensor position rounded to the nearest
.001L, .0iL, and .05L, respectively. Notice
that for .0lL precision (Table 4), the
change in aliasinq does not exceed 10 per-
cent until mode 11 or higher., Hotice also
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that changes in aliasing become more promi-
nent with increasing mode order, so that the
pristine regularity of Table 2 sinks gradu-
ally into more and more noise. Finally, ob-
serve in Table 5 that by placing all sensors
on exact multiples of L/20, we have imposed
a zero aliasing for modes 20 and 40; how-
ever, the table does not repeat in blocks of
20, This is a consequence of the irregular
spacing of the sensors at 4, 7, 11, 15, and
18 times L/20. By not using uniform sampl-
ing intervals, a larger periodicity results,
in this case folding about mode 40 (because
of the symmetric 3-4-4-3 L/20 spacing
between sensors).

The aliasing checks in Tables 1 through 5
are less informative than usual because unit
amplitudes of all modes were used, rather
than realistic expected peak or RMS values.
In usual practice, representative modal
amplitudes would be assigned to both the
aliasing modes and the desired modes, and

il the aliasing effect would be expressed as
percent of expected true value for the
desired mode. This makes a larger or
smaller basic aliasing effect acceptable as
appropriate.

The lesson intended by these aliasing tables
is that while good variance performance is
necessary, it is not a complete description
of sensor layout performance. Failure to
thoroughly evaluate aliasing - not covering
high frequency modes, for example - can lead
to embarrassing surprises when test data are
obtained,

CONCLUSIONS

The overall lesson intended by this paper is
that a systematic approach to sensor layout
evaluation in advance of testing can yield
great benefits in the quality of the data.
Very small changes in a sensor layout such
as rotating some rosettes, aligning accel-
erometers to avoid a rotational effect, or
changing inter-accelerometer spacings un a
beam by only 9 percent can make a great dif-
ference in the quality, consistency, and
utility of the data.

An important corollary ‘found ir developing
this method is that it is extremely impor-
tant to minimize the user's effort needed to
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evaluate a sensor layout or changes to a
revious layout. If the user has to calcu-
iate the lRi matrix entries by hand, there
will be few layouts evaluated and consider-
able chance for error; but if the user just
has to edit some easily understandable in-
formation on sensor type/location/orienta-
tion and then can let the computer calculate
the [R] matrix, there is much more likeli-
hood of finding a near-optimum gage layout.
Experiments with randomly placed sensors
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have convinced us that most random layouts
are terrible compared to layouts selected by
“engineering judgment". However, experience
with plausible "engineering judgment" lay-
outs has also convinced us that many such
layouts contain hidden pitfalls and ineffi-
ciencies that can te eliminated or drasti-
cally improved by minor “fine tuning." Most
layouts can be optimized with only a few
alternative evaluations; a few cases have
required twenty or thirty alternatives to be
evaluated before arriving at a decidedly
superior layout. Ease of user input is
crucial in finding such good layouts when
project constraintc make good layouts
relatively rare.

The method described herein was developed by
the authors in support of a specific test,
but is considered to be quite general in ap-
plicability and has been communicated to the
Naval Research Laboratory for use in other
projects. Questions and observations about
use of the method should be directed to

Mr. R, L. Bort at NRL, Code 5837,
Washington, D. C. 20375.

APPENDIX A

1. Sensor Units, Modal Units, and
Interpretation of Variance

It was stated in the text that each entry of
the response matrix [R] has associated with
it a combination of sensor units and modal
units, and similarly for the [P] matrix (ex-
cept that the units of Py; are the recipro-
cal of those for R; hls statement is
slightly stronger % an necessary, and at the
same time somewhat incomplete and impre-
cise. The discussion that follows attempts
to clarify the significance of modal and
sensor units.

Modal Amplitude Units

Each mode has associated with it (1) a
constant system modeshape which defines the
relative magnitude of the modal response at
all system points and (2) a modal amplitude
which varies to describe the magnitude of
the modal response, The elements in the
system modeshape can be thought of as having
only the engineering units appropriate to
their system point parameter; in this case,
the modal amplitude is a dimensionless mul-
tiplier that tells how much each lement of
the system modeshape must be scaled up or
down to give the size of the modal effect.
However, by definition, all elements of the
system modeshape give the system point
parameter responses when the modal amplitude
has the numerical value 1.0; hence, it seems
clearer to assign "modal amplitude units" to N
the modal amplitude parameter and think of
the system modeshape components as having
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1; uni:s of "engineering units of system corresponding quantities would be numerical- t
14 response per unit of modal amplitude". 1y equal regardless of the choice of unit o
modal amplitude,
. Further, the modal amp]igude gnit can be_ P i
: T aroants oA ot et o Aqhige 10 s b hloTl to epbictily :
§ maintain a vector {u} of "system equivalen >
? associate it with; this system parameter may interpretations of 'mnit mod§1 ampl?tude“, 2
or may not be observable :t any single ?YS- typically thought of as a vector of labels .
~ o oo e o aion shesse o fhe  fon he Colns of 81, the ros of (1] or
4 ' e elements o . ere are no calcula-
?xial 103di?9 mode “one modal amp]i%ude unit tions involving this vector for senser lay- 2
axial mode) equals ore kilonawton (2,204.6 out analysis; however, the discipline of 5
pounds-force) axial tension”, In this case, writing it down helps fix the interpretation h!
i an axial modal amplitude of 5.36 [modal am- of the modal amplitudes in one's mind, and t’
134 §.1tlde u?1t§%71§b$qu1v§1$nt t°‘5,3505_ . it can be a handy reference for later system L
AN O 1 ML T :
Y s : S > inrtended to be mnemonic with "modal ampli-
i bending, or torsion corld be attributed to tude unit system equivalent". Keeping track %
an appropriate size force or moment load. of {u} becomes essential if one wishes to Y
N For V‘Efat1?" ?odes, 0?? frequﬁntlytused y compare layout analyses which use different 1
: convention 1S to normalize each system mode- definitions of the system mode shapes or N
i shape so that its highest responding system unit modal amp]itudez. P }
: point parameter has the numerical value 1. R
3 If th2 highest responding point parameter is r Uni ¥
3 A Sensor _Units i
o at lo:ation number 39, and point parameter _— :
Hy 39 is the acceleration of a particular mass Sensor units are the units needed to inter- ¢
* e teietape e e 15wt OBt dhe slemnis of ), e rov of ) ?
; \ an e rows of [U]; inverse sensor units -
¥ re:P$ﬂse {o: go1nt garageger 39 }m?;;ez "one apply to the columns of [P] and [U]. Simi- v
G modal amplitude uni m/sec lar to {u} above, it is often helpful to .
- e e ST [ TS drite vector () Uy for i unt -
A e 1 . eve suc at "s: = z" means "sensor i t
b definition must be used conSISteqtly regard- reads (215)“, where both the numerical value
less of whethgr or not a sensor is assigned and the urits associated with y; are .
X to measure point parameter 39, included. 5
B! As it turns outz the choice of level for a When all seasors are the same type (e. g., 2
i unit modal amplitude does not affect the all accelerometers or all strain gages) and N
ﬁ results of a sensor layout evaluation in particularly when there are no redundant \
" terms of system units as long as some choice sensors, {y} is not of mucii use; the numeri- )
o is made and used consistentiy. the rows of cal values in {y'} can be different from <
“ matrix (P] and the entries of the modal am- 32233c;nr§g3itguarE§h]zigpsggtggdugytg)w;l; L
i . - : 1 a LI "2 " »
) plitude vector.{C} have associated wzth'them exactly equivaient. In this case, one might K
M) the corresponding modal amplitude units; the as well simply set all elements of {y} to A
) columns of [R] have associated with them in- the same appropriate value, e. g., 1 istrain :
‘; verse modal amplitude uaits, or are values or 1 g, and nct worry about {y} further, f
* "per modal amplitude unit"; and variance L
results are given in modal amplitude units When sensors are of different types (e. g., K
squared. If a new layout analysis were per- strain gages mixed with accelerometers), or \
K formed using a unit modal amplitude for mode :252 tgﬁgik;z Sofg ge%riebof ;ensor_zons;s: b
K i corresponding to a system response twice ency gﬁ eb Y} becomes quite sig r
) . : . niticant, as shown below.
N as big as previously used, then (a1l other
) things be.ng equal) the effects would be: A. Redundant Mixed Sensors: Consider the
d (1) column i of [R'] would be twice the mag- case of a Jumped mass on a cantilever
5 nitude of column i of [R]; (2) row i of [P'] beam foundation where an accelerometer .
would be h2if the size of row i of [P], is measuring mass mgtion transverse to y
. so {C;} would pe half the size of {C;} for a t:e beam and a strain gage is measuring >
: given'ses. of senor readings; and (5] the Erenmeans s remont ittt €
; apparent var1ancg of mode i wou]d.be one only one significant mode and that this .
b fourth as large in new modal amplitude units mode produces a peak bending strain of .
1 squared as in old modal amplitude units

350 pstrain for a 1 g peak transverse

squared, When converted to system units, acceleration of the mass.
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If {y}7 is taken as {1 g, 1 ustrain} and
the RMS sensor noise levels are assumed
to be 0.05 g and 5 ustrain, then the
Tayout evaluation would be:

{u} = {1 g transverse acceleration of
mass}

(2 = Lzgplic)

[R] = [3%0]
[P1 = ([RI'IRY)IRTI
=1 11 350]
(1)2 + (350)2

[8.163E-6 2.857E-3]

_ (8.163E-6 2.857E-3
(U1 = [578876-3 0.9999918)

Variance:
o2 = (8.163E-6)2(.05)2+(2.857E-3)2(5)2
1,6659E-13 + 2.0406E-4

I']

R

2.0406E-4 (modal ampiitude units)?
RMS noise:

¢ = 0.0143 modal amplitude units or 3's
at the accelerometer mass

One can see from the relatively small

U,. value that the least squares esti-
m&ée for the accelerometer, S,, is
formed aimost entirely from the strain
gage; the accelerometer is used almost
entirely to estimate its own residual.
The modal amplitude time history will be
almost .exactly that of the strain gage
and, because the strain gage signal does
not show the high ? scaling of an ac-
celerometer signal, the modal time his-
tory will show much less high frequency
content than would be the case if the
accelerometer made a large contribution.
To some extent, this is desirable; but
if the evaluation stopped here, one
would be throwing away the accelerometer
results for purposes of estimating the
modal amplitude. Note that with this
{y}, the variance or RMS noise level is
just that of the strain gage.

Consider the ogposite extreme that re-
sults when {y}' is replaced by {Y'}T =
{1 g, 1.0 strain}. In this case, 350
microstrain will appear as 350E-6 in
{S}. Tien the analysis would change,
for the same {u}, to:
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[R'I = [ ggo3s)
'] = ——1 (1 3.56-4]
(1)2 + (3.56-4)2
= [0.999999877 3.5E~41=[1 0.00035]
oo 1 0.00038
(W3 = lo,c0035 1.2256-7)

In terms of the new sensor units, the
strain gage RMS sensor noise level is
(5E-6) strain. The variance and RMS
ngise levei for the modal amplitude are
then

(¢')2 = (1)%(.05)2 + (3,5E-4)2(5E-6)2

= 2,5E-3 + 3,0625E-18

= 2,56-3 (modsl amplitude units)?
' = 0,05 modal amplitude units or

g's at the accelerometer
mass

Note that now the strain gage best fit
is estimated almost completely from the
accelerometer, and the RMS noise level
of the mode is due solely to the
accelerometer, If we stopped here, we
would be throwing away the strain gage
results,

A reasonable happy medium is achieved
when sens' rs of equal credibility con-
tribute equally to each others' consis-
tency checking. In this case, that
would happen when U{l = UE = 0,5, If
we keep y; = 1 g, we can set 75 = 350
ustrain and see that

(R] = [1]
'] = —2 113
(1)2+ (1)2
=[5 .5]

" 75 .5
W= (s 5

The strain gage RMS noise level now
becomes (5/350) in sensor units of 359
ustrain, The variance and RMS noise
Tevel for the modal amplitude are then

(0")2 = (.5)%(.05)2 + (.5)2(5/350)2

6.25E-4 + 5,102E-5
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6,7602E-4 (modal amplitude
units)?

(")

0.026 modal amplitude units or
g's at the accelerometer
mass

Note that while this choice of {y"}
achiaved equal consistency checking for
both sensors, it did not minimize
variance or standard error (RMS modal
noise due to sensor noise). This case
is simple enough that one could analyti-
cally calculate the {y"'} that yields
minimum ¢"'; in general, however, it
proves faster for most cases (and was
faster even for a simple case such as
this) to simply vary {y"'} and use an
automated routine to calculate ¢"' until
one finds the minimum or at least its
neighborhood. Stich a procedure showed
that the minimum "' was obtained with
"'} = {1 g, 100 ustrain} giving an
analysis of:

R = [3ls]

] =—23r  [1 3.5)
(1)2 + (3.5)2

[0.07547 0.26415]

[y = [0-07547 0,26415,

Lt = 1o,26415 0,92453J

(¢"*)2 = (0. 07547)250 .05)2 +
(0.26415)2{5/100)2

0.000188679 (modal amplitude
units)?

= 0,013726 modal amplitude units
or g's at the
acceleromeler mass

Note that "' is only 4 percent lower
‘than o (which essentially used the
strain gage alone} but is 47 percent
lower than ¢" where the strain gage and
accelercmeter che.ked each other equal-
ly. Note also that minimum variance was
achieved when the apparent RMS noise
level of each sensor, scaled by Y*',
gave values of 0.05 for each sensor.
This result holds in general; minimum
variance for a mode is achieved when the
sensor scaling is such that all sensors
yield the same apparent noise level.

Finally, on¢ more example is presented
to show that only the ratios of the y;
to one another, and not their absolute

Cay DIV O -r"\.’" A IAY
““¥ﬂ§§§§v ﬁﬁxkt o T e S L

Ve WS,

'-‘..-"u‘.r"".-‘. e TR T e e
e v,
e e T T I

size, affect the least squares fit and
variance. To demonstrate this eo}nt,
let us reanalyze [R"] using {y

{0.1 g, 35 wstrairn} so that

YIV \
%. = 2 = 350 istrain/g:
Yl Yl

r1Vy = [ig] {for u= 1 g mass response)

ppiVy-—1 10 10]
102 + 102

[0.05 0.05]
= (101 00.05 0.05]

L]
[ o=
—
-
—
I

65 3o

In this case, the accelerometer RMS
noise level becomes (0.05/0.1) in sensor
urits of 0.1 g's. Similarly, the strain
gage RMS noise level becomes (5/35) in
sensor units of 35 1strain. The
variances and RMS noise level for the
medal amplitude are then

(atV)2 = (0.05)2(0.05/9.1)2

(0.05)2(5/35)2
6.25E-4 + 5.102E-5

+

6.7602E~-4 (modal amplitude
units)?2

1V

Q
n

0.026 modal amplitude units or g's
at the accelerometer mass

= o

Thus, for a constant ratio of y.,/v,, @
change in the scale of {v} affects only
[R] and [P] but not [U], <2, or o.

Nonredundant Mixed Sensors: When there
are as many modes to be resolved as
there are sensors, i. e., when the [R]
matrix is square, then the choice of {y}
has no influence on modal variance

{02}. The only effect is to cause con-
sistent changes in [R] and (P] ([U]
always equals [I] for this case . To
illustrate this, we continue wit: the
previous cantilever foundation but add a
second mode of response to be resolved.
The second mode is assumed to be such
that with u) = u, = 1 g translational
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response at the mass ?upporting the
accelerometer and {y} {tg,1
ustrain}, our two-mode [R] matrix is:

.11 1

1= (350 3850]
For convenience, let us redefine Y, as
being equal to (350 ustrain/x). This
will let us rewrite [R] as

[R] = [x 11x]

Then:

(] = [RD™ = o 1% 4y,

We check that

[P3CRY = (10 = o= (2% ik L)
21 (llx X 11x-11x]

1Cx ‘-x+X -x+11x

= [})

Now since [R] is square, [P] is beth a
left inverse and a right inverse for
{R]. Thus, [U] = [RI(P] = [1]1, consis-
tent with the fact that there is no sen-
sor consistency checking {since there
are no redundant sensors). The strain
gage RMS noise level becomes (5x/350) in
sensor units of (350 ustrain/x). The
variances and the RMS noise levels for
the twnr modal amplitudes are then
calculated by the usual method as
follows:

2

o) = (3%%(0.05)" + (5h) (%"

2

2 2
o, = 0,003025 X2 + 0,000002041 *-
1 x2 x2
2
o =0. 003027041 (modal amp11tude

units)?
RMS noise, mode 1:

o, % 0,055 modal amplitude units or g's
at the accelerometer mass

- (2°00.09)2 + () (2%
2 2

2.56-5 X + 2.0416-6 X~
x2 x2

Pt
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2 .
o = 2.704E-5 (modal amplitude
units)?

RMS noise, mode 2:

= 0.,0052 modal amplitude units or g's
at the accelerometer mass.

Note that although Y, was effectively
made variable,

vz = 350 istrain/x,

the modal variances and noise levels are
independent of x and y,. Unlike the
examples in topic A, above, the same
variances are obtained for mode 1 and
mode 2 regardless of the ratio v.,/v..
This is always tne case where there“are
no redundant sensors.

C. Meighting: When redundant sensors - of
mixed types or of uniform type - are
available, it has been shown in topic A,
above that changing the values of the
¥i/Y, ~atios changes the nature of the
least squares fit by changing [R], [P],
{ul, and 02, o. One might ask whether
there would be occasions to use nonuni-
form y; with sensors all of the same
type, e. g., all accelerometers, The
answer is "probably yes". For example,
if one accelerometer measured transverse
motion on an end closure plate or tube-
sheet that was very stiff in the direc-
tion of motion, while another accelerom-
eter measured radial motion of a section
of a shell which was lumped into a rigid
mass thereby ignoring possible shell
(out-of-round) modes, then it could be
argued that the residual of the shell
mounced senscr should not “count" as
heavily as the residual of the tubesheet
mounted sensof in minimizing residual
squares, Similarly, if one sensor must
be set for 1000 g full scale and has a
noise floor of 1.8 g (because the re-
cording channel has a signal-to-noise
ratio of 55dB), while another has a full
scale range of only 100 g and a noise
floor of 0.18 g, then a (somewhat
weaker) argument could be made that a
2 g residual for the quieter sensor
should “count" more than a 2 g resid -al
barely above the noise floor of the
noisier sensor,

Finally, a reasonable case can be made
that the residual of a sensor with 1it-
tle consistency checking {say VUj; =
0.95) is less reliable, because it is
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less subject to confirmation, than the
same size residual from a sensor with
considerably more consistency checking

We designate the weighted fit modal Al

(say U:: = 0.70), and that, therefore : . (@
’ > > amplitudes b, -

greateg weight should be placed on mini- mplitudes by {Cy) because in gene i

mizing residuals for the better-checked
sensors.

There is a drawback in adjusting the y;
to achieve this effect: namely, the sen-
sor data {S} and the response matrix [R]
must be scaled whenever {y} is changed,
in addition to recalculating {P], [U],
and {o}.

It has been found convenient to achieve
weighted least squares fits not by ad-
jJusting {y}, but rather by using an ex-
plicit diagonal matrix [W] of weighting
factors Wy;. In effect, least residual
squares are obtained not for the data
{S} relative to model [R], but rather
for weighted data [W]{S} relative to the
weighted model [W][R]. This can be done
leaving the original model [R] and data
{S} unaltered, by calculating a modified
pseudoinverse matrix [PN] and least
squares filtering matrix [Uy] that
operate directly on the unscaled data
{S}, as follows:

1. Call the equally weighted pseudo-
inverse we have used up to now
IP1] where the superscript indicat:s
the sensor response matrix and the
subscript indicates the diagonal
weighting matrix. (An I subscript
denotes the identity matrix and thus
equal weighting of all sensors or an
“unweighted fit".) Then [P}"] would
be the pseudoinverse matrix appro-
priate for fitting weighted data
[WI{S} to weighted nodel [WI[R].

2. [PR] = (r3"0a TuacRY) " CR1Teu.
Since [W] is diagonal, [w]T = [W]
and ([WJW));; = W2, . Then

[PR] = ((RI"0W*30RY) LR E1.
3. [P?R] operates on weighted data

[WJ{S} to obtain the best fit modal
amplitudes {Cyl} as shown in

AW APV AW LW LY LA AT LW WE A ATBU AT M TS B LT VU TN S R AN RACTON R LR AN A T WL AW LN AR MM 7 P N CTAL N NN UK N DT TR DR

y) = PRI s )

ral they do not equal the unweighted
fit modal amplitudes {C} if the
residuals ({S} - {S}) are not an
zero. The modal amplitudes {Cy} and
{C} will be identical if all
residuals are zero; otherwise they
will differ such that {S} - [R]{Cw]
= ()}~ {S,} has smaller residvals
for higher weighted sensors than the
unweighted fit residuals {S} - {S}.

However, we can define a weighted
pseudoinverse [?E] equal to
[P?R][w] ; then [PS] , operating on
unweighted data {S}, produces the
same {Cy} as [P?R] operating on
weighted data [W){S}. We can write
the full definition

[R] = @R IRI) RT I
from which it follows that
[PS][R] = [1] as required.

Note that associated with the [P?R]
matrix there is the least squares
tiitering matrix

[WR] = (CuatRI) PR which trans-
forms [W]{S} into its weighted esti-
mate [W1{S,} . This unweighted U]
matrix, like those we have been
dealing with so far, is symmetric.
Hewever, it operates consistently
only with weighted inputs and
outputs,

The [Pﬁ] matrix takes unweighted
data {S} to modal amplitudes {Cy};
the matrix [R] takes {Cy} back to
{Sy}. Thus, we can define the
weighted least squares filtering
matrix [Uﬁ] as

(W) = IR ).
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By expanding both[U ] and [UwR

it can be shown that
B!
CHERC T

This means that [UE] performs ex-
actly the same type of least squares
fitting operation that [U?R] does,
but it operates to and from the un-
weighted original form of the data.

Because of the premultiplication by
(W]"! and postmultiplication by W1,
only the d1a onal elements of

[UR] and [Ux ] are equal. Other
elemen.s of the two matrices are
unequal; in fact, since [U?R] is
symmetric, one can show

R ¥,

- _Jd ¥R
(U5 = w; (U] 1 and
i 8.

R WR

[Uu]ji = [UI ]13, S0
W.2

R i R
[UN]ji B ﬁ?’ [Uw]ij
which if .2 # W,2 makes (]
nonsymmetric., This is useful
because
a. A nonsymmetric [U] matrix is

clear evidence that a weighted
fit is being performed, and

The ratios of W; to W: can be
recovered from [UN] without
much difficulty, if there is any
douht. To do so, set wl =

=1, and ca]cu]ate W
([UR] /[u Ji; W2 foran
[ N] ij * 0 Some zero entries
can be defined using other
values for i and the now-defined
values of W;; this procedure re-
covers all the Wy ratios within
a related group of sensors,
i. e., those which interacted
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(directly or through a chain of
other sensors) in [UE]. Note
that sometimes sensors interact
only within distinct groups,

e. g., there is an axial gage
group and a shear gage group,
each with four of the eight sen-
sors, in the unweighted [U]
matrix for the Figure 5 layout.
When this happens, one sensor of
each successive group can be
assigned wi =1 to get the
ratios for that group. Since
sensors and residuals do not in-
teract between groups, there is
ro significance to ratios out-
side the group. Sensor grouping
may differ for analyses with
different weighting.

A reasonable question to ask is in
what way the weighted and unweighted
lTeast squares fits differ; the
answer lies in the residual vectors
{¥} and {%;} vhere {¥} = {5} - {§}
and {#,} = {s} - {S;}. The follow-
ing graphic example and analytical
discussion may help develop a feel
for the significance of weighting
functions, and point out some of the
advantages and disadvantages of
their use.

a., Consider the case originally
labeled [R"] in Section I.A.
above, where (dropping the
doubie primes) we had

[RY= [{ ) {v}= {19, 350 istrain},
1= [§ 7] (unweignted fit),

[P) = [.5 .5, and

v = 5 15
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Then assuming data point 517 =
(4,2}, which represents actual

sensor readings of {4y , 2r } or
{4 g, 700 ustrain}, we ualculate

{c} = P1{s} =

and

(5} = toifs} = 3:3} .

This "best-fit" solution is
shown graphically in Figure A.1,

b. Also shown on Figure A.l is a
dashed line labeled "Amplitude,
mode 1" and a dotted line at
right angles labeled "Amplitude,
residual mode". These lines are
labeled in multiples of the
column vectors of [R*], which is
the [R] matrix extended by add-
ing on a unit “residual mode"
column to make it square. If
there are ng sensors and ng

S
modes, there will be n, = n.-n

columns added, or only one :ddgd
column in this case, For con-
sistency, the {C} vector must
also be extended to {C*} to in-
c¢lude amplitudes for the residu-
al modes. The columns to be
added to the [R] matrix can be
designated 8,, 4,, ...AnA and
thought of as the columns of a
unitary ng by n, matrix [4]
satisfying the conditions

(81°(RD = 01 (5, n )
(83708 = (13 (q, ny)

¢. An effective way of finding the
columns of [4] can be derived
from the above equations. From
the first equation, it follows
that [R] [a] = [0, .
Also, (s 1)

[PICa] = (TRITCR)"MRITLA]

([R]T[R])'IEOJ(nm,nA)
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= [0(n 1y
Then defining
(R*] = [R| 2]
and
P+ = .P_.
P11 = b1
it follows that
[P*IIR*] = ﬂirltklAJ
- (PR_|Pa
[ATR ATA]

o) [Py,
OT,m,) [0

»"n) »a)

H

[I](n

s’"s)’

Thus [P*] = [RY]"L.
Therefore, we can write
$arpty _
[R*10P*] = [13(n, n,)
= [RICPI+L a1l &T
which gives

{11 - [v] = CalCa)". ey

The columns of [ A} can now be K
found as follows:

(1) Set [Q) = [1]-[U]. Set j
to 0 and [4] to an empty ng
by j matrix;

,.z, "o

(2) Find the magnitude of the
columns in the [Q] matrix,
i.e., the column norms
'Qi' = Q4 is= 1"'"5'

T T

(3) If all g4 are less than
some small tolerance, quit
with the finished [a].

(4) Otherwise, find an i for
which q; has maximum value,
set_j to j+1, and set [AJJ
to-l- (3.

.
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(5) set [Q] to [a1-[al0a]]
and return to step (2).

Now consider the minimum
variance case labeled [R"'] in
1.A. above, where {y"'} = Q1 g,
100 pstrain} and [R"']

= [315] . We can obtain this
case.in a weighted analysis
using [R] = [1] , with ' =

{1 g, 350 ustrain} - both the
same as before - but with [W']
= [é 3?5] . Then

[PR'] = (1 1][3 12?25][%])-1[1 1][5 12?25]

- T§1'2'§ [1 12.25] and

R 1 1 5
[UN'J = [1] 13.25 [1 12.25]
b} 1225

13.25'1 12,25
{which is asymmetric, as
expected).

The_weighted fit of data point
{517 = (4,2} is then

B} = (10

-1 [1 12.25][4]
13.25 1 12.25%12

[2.15‘394 ]
2.150941°

we

A graphical representation is
shown on Figure A.2, Note that
the orientation of the residual
vector

{} = {8} - (!

(8] [}z

has changed such that it is no
ionger perpendicular to the
dashed line denoting wode 1 am-
plitudes. The effect has been
to diminish the {¥,}, component
of the residual at the expense
of increasing the (¥}, compo-
nent compared to {¥}, and {¥},
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from the unweighted fit. Also,
the total length ot is
greater than 1¥1 from Figure
A.l. The reason for this is
that the least squares fit is
actually effected using the
weighted model and weighted
sensor data; this is shown on
Figure A.3. Figure A.2 looks
odd because the values actually
used on the fit have been scaled
down by [(W'1"1, i. e., the Sp
axis values have been shrunk to
(1/3.5) of the values at which
the fit was made.

For completeness, we can write,
for consistency with previous
definitions,

[R1= o1 (4R,

[’) = RI4,
(47 1 0w)

21
[R; ], and

(CM!

(] = C13-0w1 2 (AR 1147 TTow.

However, the [Aa] are of less
utiiity in the weighted fit case
than [4] f~ the unweighted
case. 1the .ef features of
interest for the [AS] may be the
weighted residual aliasing
effects, evident as

CHERIY!

which show the extent to which
certain combinations of modal
amplitudes that would be re-
solved in an unweighted least
squares fit will disappear
{i.e., be attributed completely
to residual unmodeled effects)
in a weighted least squares
analysis.

tote that [Ai] is no longer
unitary, since the [W}™! pre-
multiplication means the columns
may have euclidean norms greater
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or less than one, Also, the
cotumns will generally not be
orthogonal, It is possible, of
course, if n, > 2, to find an
orthonormal set of n, vectors
{8} such that

[WR]Cs1 = £01 and
Tre -
a'Ee] = Uy g s

but, because [US] is asymmetric

(]] # 17 - re1C6l”

pR .
and [—#]#[Rlc]' because
§

R ) ,ron
[R] 6=
i [m IR (nA,nA)

=T
where [67'[R] # [Ol(nA’nm)-

Equalization of Consistency
Checking Through Weighted Fits:

One application of weighting
which may be useful is to
equalize the extent of consis-
tency checking among sensors,

i. e., to make the diagonal of
[Ug] relatively uniform near
nm/ns. To accomplish this, one
takes a sensor response matrix
[R] for which [U] shows at least
some consistency checking for
all sensors, (i, e., no Uj; = 1)
and forms a trial [W] matrix

1/2
whose elements w = (1- U ) .

The resulting weighted least
squares filtering matrix [Uﬁ]
will have much less diverse
diagonal elements. If desired,
the process can be continued

= Ry y/2
with Wi, = Hﬁ(l—[Uw]ﬁ) .
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Wiy o= Ny -[R ) )2, ete,
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where the diagonal elements
beceme uniform quite rapidly.

Since only the ratios of the ith
and jt elements on the [W]
matrix diagonal are significant,
it helps put the matrix in per-
spective to apply some normali-
zation by scaling all the Wi; by
the same factor, such that
either the average or the har-
monic mean Wiz will be 1.0,
rather than letting all the

wi? become smaller and smaller
as would otherwise occur with
the formulas above,

It is important that the
variances and aliasing
associated with the weighted

[P (n) ] matrix be considered
carefully before deciding to use
it solely to obtain improved
consistency checking, and even
then pains should be taken to
avoid use of a weighting matrix
with elements larger than about
2 or smalier than about 1/2.
Sensors with high weighting had
too much consistency checking
originally (relatively low Ui
values). Sensors with low
weighting had too 1ittle consis-
tency checking originally (Uy5
values near 1,0). It appears
preferable to alter the location
or orientation of sensors with
Tow Uii values, or to rezplicate
sensors with U;; values near
1.0, instead of relying on a
weighted fit to make major
changes in the extent of con-
sistency checking for different
sensors.,
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I1. ESTIMATING EFFECTS AND VARIANCES AT
UNINSTRUMENTED AREAS

Effects at uninstrumented areas of
interest can be calculated quite simply
l as follows:

A. Form a sensor response matrix [Ry]
as though there were sensors to be
installed measuring the specific
system point parameters of interest,
{S4}. The modal amplitude unit
equivalents {u} for [Ry] must be
consistent with those for the actual
sensor matrix [R]; however, the
“sensor” unit vector {y4} can have
any units convenient and consistent
with the desired {Sy} as long as
{v4} is used consistently in formu-
lating [Ryl.

B. Form the matrix [Uy] which trans-
Tates {S} directly into the desired
system parameter estimates {§a},

[Ud] = [Rd][P],
{54} = [uglist = [u4]{34

where [P] is the usual pseudoinverse
associated with the actual sensor
matrix [R].

C. The variance o?({Sy};) of the ith
desired system characteristic is
given by

°2({5d}1) = Zk[Ud %k 02({S}k)

and its units are the square of
those implied by {y4}. The RMS
noise level a({Sd}1? is just the
corresponding square root, with
units implied by {v4}.

D. Note carefully that it is generally
not correct to assume that equality
holds in

o?({54h) & 3[Ry 0%(C))

using the known modal variances

0%(Cy). The reason for this is that
Sy and C . are not, in general, in-

dependent uncorrelated quantities.

A change 4S; in the data from sensor
i which produces a change P, 4aS; in

the value of C, is always

4]

.

.‘X‘

ORI ‘sﬁ‘\fkch*’ A A e N AR T
Jigh X o N A A AN
g

accompanied by a corresponding
change Py 4S; in the value of

Cyr. The relationship between C,
and Cyp: cannot be expressed solely
by o%(C,) and o(Cy:), as for
independent uncorrelated variates;
rather, the covariance a2, ,(C) must
also be known, The general esti-
mator for the covariance of a zero-
mean, time varying vector {X} is

n
2Ly 2 2 % (0% (0)

or, if X;(t) is regarded as a matrix
element X4,

[o2x1] ~ 4 xarxa”
It can be seen that if [Y] = [AJ(X],
then

[o20¥1] 1 tAICxaa"TAT or

[o2[AI(X]] = [A1[6X1)(AYT. Thus

[62[R I0CT J=[R ] [o2CD [k, I
Ry 1 [o2Ls1 JP)T (R, I
[0 (o1 110 I

Since sensor noise is assumed to be
uncorrelated, [0qS]] is a diagonal
matrix [diag{oz(si)}] and the last
expression above reduces, for diago-
nal elements [o2([Ry]J[C1]);;» to

5y (Vg Jix (028D ey 0 Dy =
I [Ug By o¥(Sy) = (184}

For sensor noise effects, only the
o2({S4};) variances are generally of
interest. The covariances
[°2(Sd)]1j’ while generally not
zero, are of little interest unless
further transformations of the {S4}
are undertaken, in which case they
should be accounted for.
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It might be expected intuitively that
clustered {rather than widely dispersed)
senscr arrays tend tc produce better
{54} variances if the {Sy} are limited
to the l¢cal areas where sensors are
clusteren, Figure A.4 shows the RMS
noise level ratios expacted for axial
ana shear strain (A = 90° and 45°,
respectively) as a function of circum-
ferential location angle T, for several
gage layouts, including those menticned
previously in the paper. A uniform
individual RMS strain gage noise level
of 10 ustrain was assumed for all
individual gages, and the RMS noise
levels of the {Sy} were diviced by this
uniform 10 ustrain assumed level. HNoise
Tevel ratios less then 1.0 are, there-
fore, better than could be obtained by
measuring {S4} directly with a single
gage. The relevant strain gage layouts
are sketched in along the T-axis. The
data for Figure A.4 aind the numerical
noise ratios cited below are based on
computing {S4} for axial and shear gages
at 10 degree intervals around the cir-
cumference; the exact values of the
noise ratios at in-between locations may
vary slightly from those gresented.

Several features shown by Figure A.4 are
of interest:

k)
)

For all layouts that show varying
performance around the cylinder
circumference, the best performance
(i. e., Towest RMS noise ratio)
occurs not at :he gage stations
themselves bu’, rather at points in-
between the most closely spaced gage
stations.

The noise ratio for layouts using
complete rosettes is better with
shear-axial-shear rosettes than with
hoop-shear-axial rosettes in all
cases,

Uniform performance all around the

circumference is provided when the

gage stations are uniformly spaced

{three full rosettes at 120 degree

intervals or four two-gage stations
at 90 degree intervals).

Comparing the one-quadrant rosette
layout (T = 0, 45, 90) with the more
typical two-quadrant layout (T = 0,
90, 180):
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3. There is a minor gain in optimum
performance for the more clus-
tered layout (best RMS noise
ratios 0.731 vs. 0.776 axial and

0.631 vs. 0.670 shear).

There is a major 1oss in the
worst performing regions for the
more clustered layout (worst RMS
noise ratios 6.769 vs. 1,552
axial and 5.843 vs. 1.340
shear).

The eight-gage, four station layout
provides equal RMS noise raties
(0.866) for both axial and shear
strain. This perfonnance is better
than the nine-gage, equally spaced
hcop-shear-axial rosette noise
ratios for both axial strain (0.958)
and shear strain (1.G00). The eight
gage layout does slightly better
than the nine-gage, equally spaced
shear-axial-shear rosette neise
ratio for axial strain (C.896), but
does not quite match the latter's
noise ratio for shear strair
(0.774).

If both gages at one ¢r the

tions in the eight gage ! .
performance of the remair : .

is almost as good as the n

90-180 layout with hoop rose. - 4
not much worse than the 0-90-180 layout
with shear rosettes. This comparison
and others are tabulated in Table A.1
using the RMS noise ratio,

o(S4(T, A))/°aage and assuming identical
noise levels in all gages. They illus-
trate the advantages of (1) equally
spaced stations, (2) shear-axial-shear
"crowfoot" rosettes vice hoop-shear-
axial rosettes when there are no hoop
loads in the mnodel, and (3) use of
redundant stations with less than full
rosettes, to allow for failure of all
gages at a station. Note that only the
eight-gage array can stand failure of a
station, Failure of a statien in any of
the nine-gage arrays listed would also
leave six gages, but only two stations;
the [R] matrix resulting from two
stations is always singular because
there will be modes not sensed at either
station or there will be nonzero
combinations of modes whose effects add
to zero at all six remaining gages

(i. e., Vinearly dependent six-gage

mod sshapes)., Failure of all gages at a
station is conceivable considering
dropped tool damage to station wiring,

"
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failure of the glue bond for a rosette
substrate, or failure of rosette
moisture proofing.

Comparisons using model inaccuracies,
gace factor inaccuracies, and gage
placement and orientation errors show
similar effects but are too extensive to
include here. In general, clustering
sensors to concentrate on local high
interest areas produces minor improve-
ments for heavily instrumented areas
only at the expense of major, probably
unacceptable errors and noise in areas
away from the gage clustering. The
rapidity with which this occurs can be
appreciated by thinking of the diametral
0-90-180 three station layouts as
slightly clustered versions of the equi-
spaced 0-120-240 three station layouts.
The 1:2 best-to-worst noise ratio is
caused by only a 30° shift in two 120°
station spacings.
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C4: x BENDING

’//E‘li xSHEAR

Rj 1= - SIN T; SIN 24;
R 2= COS T; SIN 24;

n;’3=("z") (';")cos 24,

CS5: y BENDING

Rias® R;'3 SINT;

R;'5=-R;'3 Cos T;

Ri,6 = SIN 24;

Figure 1, Coordinate System, Force Definition and Response Formulas
Used in Evaluating Strain Gage Layouts
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THE STRAIN CACE LOCATIONS AND LOADING RESPONSIS ARE:

GASE-ID T-deg A-deg  X-SHEAR  Y-SHEAR  2-TEHSION X-DEKDIKG
1 0 0 0.000 0.000 °0. %0 0.000 0,300
12 ¢ 43 0,900 1.000 0.3% 0,000 .33
13 0 % 0.000 0.000 1.000 0.000 *1.000
1" % 0 0,000 0.000 0. 300 "0.300 0.000
13 90 [} "1.000 0.000 0.3% 0.3% 0.000
1 » byl 0.000 0.000 1.000 1,000 0,000
17 1% 0 0,000 0.000 0,300 9.000 0.300
w10 45 0.000 1.000 0.3% 0.000 0.33%
19 ® % 0.000 0,000 1,000 0.000 1,000

ALL $1X LOYDINGS ART STINC CONSIDERED.
™R LEAST SW“HS TILTIRING MATRIX (U] ¢ £000 IS2
o 0

83 0" o 0 0
01000 0 0 o 0 ¢ o o
7 oM 0 0 0 0 0 O
0O 0 0 8 0°215 0 o6 o
0 0 0 G100 o o 0 O
0O 0 02! o0 N7 0 0 O
o 0 ¢ [ 0 072
0 0 ¢ 0 0 0o 01000 O
0O o o 0 ¢ o3 0 N7

THL PSIUDO INVERST HATRIX (P} {§:
0402 L3000 T.1606 g

“.0%3 1.0000 324 0482 L3000

L0402 5000 L1606 0000 L0000 L0000

A6 L0000 L4387 0000 0000 L0000 .

A6 L0000 438 L2132 L0000 W NW 4376 0000
JIT6 L0000 C.4387 L0000 0000 L0000

0402 L5000 C.1608

THE LOAD VARIANCE INDEXIS (R0W SUMS OF SQUARLS OF (P)) ARI:
1.648377902
0.3%6192660%
0.4387155963
1.37634678,
0.4387133963
0.3361926606

0000 L0000 L0000 L0482 L3000

SEE OETAIL B
(TYPICAL)

X-Y PLANE

PIINMNC Z-T01S10%

19l18

|
DETAIL B

Figure 2. Sketch of and Quantitative Evaluation Results for
First Strain Gage Lzyout on a Thin-Walled Cylinder
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™ STM;N GACT LOCATIONS AND LOADING RISPONSES ARIt

T-deg fedeg  X-SHEAL  Y-SHEAR  2-TDNSION Y-BDNDING Y-JIWDING Z-TORSION
o s 0.000 1,000 0.3%0  0.000 0.9  1.000
o % 0,000  0.000 1000 0,000 10K 0.000
o 135 0.000 100 0,350 0.000 0.3 1,000
% 45 L0 0.000 0,350 0,350 0.0  1.000
% ® 0,00  0.000 1000 1.000  0.000  0.000
% 135 3,000 0,000  0.3%  0.3%  0.00  "1.000
190 45 0.000 50O 0,35 0,000  0.3%  1.000
190 % 0.0 0,00 L000 0.0 1,000  0.000
10 138 0.000 L0 030 0 030 L®o0 g
ALL SIX LORDINGS AFE BTING CONSIDERLD.
INE LIAST SQUABLS TILTRRING THIX (01 ¢ 1000 15t
s ot 402 0 o 0 o SEE DETAIL B
Mo 6 o 6 o0 o o (TYPICAL)
w02 201 8 0 0 o o o
o 0 059 M2 O O O
0 231 §03 281 0 ° x
0 0z 281 598 0

0 0 O 398 281 "402
0 ¢ 0 0 281 803 2M
0 0 0 0742 288 SN

EX-Y-¥- ¥

0
0
0
0
[

THE PSTUDO INVIEST MATRIX U) 152

L2500 L0000 TWI00 3000 L0000 L5000 L2300 L0000 L3N0

230 L0000 2%0 L0000 L0000 L0000 T.2500 L0000 .2%00

L4406 L4016 L1406 L0000 L0000 L0000 L4406 L4016 L1406

TA406 L4016 L1406 L2814 J8032 L2811 C.I406 C.4016 L3406

T406 4016 L1408 L0020 L0000 L0000 LH406 L4086 1406 z
L2500 L0000 TL2500 L0000 L0000 L0000 L2500 L0000 T.2500

THE LORD VARIANCE INDIXIS CROV SUMS OF SQUARES OF (P)) AMI: 2
0,75 8g 27
.25 29 { A
04016064257 X=Y PLANE =2

T

1. 204019277
-3 7
401606425 DETAIL B

12

Figure 3. Sketch of and Quantitative Evaluation Results for
Second Strain Gage Layout on a Thin-Walled Cylinder
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THE STRAIN CASL LOCATIONS AND LOADING RESPONSES ARE:
C“l-lb T-“g ﬁ-d" X-SHERR Y=-SHIAR Z-TXNSION X-BINDING Y-BENDINC Z-TORSION

3 o 45 0,000 1,000 0.3% 0,000 0,350 1.000
32 0 % 0,000 0,000 1,000 0.000 1,000 0.000
2 o 133 0,000 1,000 0.3% 0,000 0,30 "1.000
H45 48 0,707 0,207 0.3% 0.247 0,247 1,000
3 45 %0 0,000 0,000 5.000 0.707  0.707 0.600
3% 43 135 0207 0.707 0.3%0 0.247 0.4 "1.000
27 % 45 “1.000 0,000 0.3% 0.3% 0,000 1.000
W % %0 0,000 0,000 1,000 1.000 0,000 0 000
33 %0 133 1,000 0,000 0.3% 0.350 0,000 "1.000
ALL SIX LOADINGS AZE BRING CONSIDRRED. y SEE DETAIL B
THE LEAST SQUARES FILTIRING MATRIX w) % 1000 15t {rYPicaL)
s9g 288 42 0 O O O [
W 0903 8 0 0 0 0 o 0
W0z 261 5% 0 0 O O O O
0 598 288 42 0 O 0
0 261 003 288 O O O ~
0402 21 5% 0 O O

0 0 0 0 398 201 402
0 0 0 0 28 803 M
9 0 0 07402 281 398

coooo0C
co0co00C

THE PSIURD IKVIISI HATRIX (1) 15t
8336 L0000  T.8836 "1,201 20000 1.2078 L3536 L0000 L3336
".3536 L0000 3536 1.2011 L0000 “1.2071 8338 L0000 8536
A9 1,372 L4799 L6781 L9391 T.6TBT 4799 1.3MZ 4753
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9.36299544 .
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35434

Figure 4, Sketch of and Quantitstive Evaluation Resulis for
Third Strain Gage Layout on a Thin-Walled Cylinder
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THE STRAIN CACE LOCATIONS AND LOADING RESPONSES ARL:
CRCI-ID T-deg A-deg  X-SHIAR Y-SHEAR Z-TINSION X-IINMNC Y-BINDING Z-TOISION

ALL SIX LOADINGS ARL BEING CONSIDERED.
THE LEAST SQUARIS FILTERING MATRIX (U) x 1000 1§t

THE PSZUDO INVIRSE MATRIX (P) ISt

0000 L0000 5000 750 L0000 L0000  .5000 L4750
000 70 L0000 L0000 T.5000 L1730 L0000 L0000
L0000 L2500 L0000 L2500 L0000  .2500  .0000  .2500
250 L0875 .2%00 0875 .20 0875 .20  ".0875
THE LOAD UARIANCE INDEXIS (20W SUMS OF SQUARLS OF 23} ARE: a6 45 A
0.36123
0.56123 X-Y PLANE
0.23 T —»!
0.3
0.3 DETAIL B
0.260625 I

¢ 43 0.000 1.000 0.3%0 0,000 °0.3% 1,000

4 %0 0,000 C.000 1.000 0,000 "1.000 .00
% 43 1,000 0.000 0,3% 0.3% 0.000 1.000
% 9 0.000 0.000 1,000 1.000 0.000 0.000
160 43 0.000 1,000 0.3% 0.000 0.35%0 1.000
180 b 0.¢00 0.000 1.000 0.000 1.060 0.000
270 43 1,000 0,000 0,330 "0.350 0.000 1.000
270 90 0.000 0.000 1.000 “1.000 £.000 0.000

SEEDETAIL 8
2% 0°2% 0 &0 0 (TYPICAL)
0 2% 0725 0 2%
7% 0 2% 0720 0
0 7% 0 2% 0 2%
% 0 1% 0 2% 0
0 2% 0 7% 0 2
20 0 2% 0 T 0
)20 0 2% 0 0

Figure 5. Sketch of and Quantitative Evaluation Results for
Fourth Strain Gage Layout on a Thin-Walled Cylinder
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Ri,4 = COSa Ri,4 = (bCOSy - ¢ COSB)
Ri,2 = cosfB Ri,5 = (cCCSa - acoSy) &
Ri,3 = COSY Ri6 = (a COS B - b COSa) '?H

Figure 6 Coordinate System, CG Acceleration Definition and Response
Formulas Used for Calculating Rigid Body CG Accelerations
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THE ACCILTROMETIR LOCATIONS AXD DIRICTION COSINES ARL:
6 Y $: ~Y

eI-1p X Z  COs-x  COS-Y (0S-Z
0.00 30,00 0.00 1.000 0.0
2300 .00 1.000 0.000 0.000
2500 30.00 0.000 0.000 £.000
0.00 30,00 0,000 1.000 0,000
25,00 H0.00 1,000 0.000 0,000
, 0,00 2.0 0.000 1.000 0,000
)
THE FULL RESPONSE MATRIX ISt 1y 12
0.000 1.0 0. 000 0.00 25,00 ¢
1000 0.000 0.000  0.00 50,00 2500 JPLa ANy
0.000 0,000 1.000 2300  0.00  0.00 - A
0.000 1.000 0.000 50.00 0,00  25.00 ol »
1000 0.000 0.00 0,00 0,00 2500 V o P e R 'Y
0.000 1.000 0000 30.00 000 2800 Ll AN e W
~ e k
ALL SIX CG ACCILERAYIONS ART BEING RETAINLD, P 6

THE LEAST SQUARLS FILTIRIXC MATRIX {U) x 1000 1St
00 ¢ 0 o0 o0 o

01000 0 0 O
o 01000 0 0
0 0 V1000 O
o 0 0 01000
0 0 0 0 01000

CL-X-TH

THE PSTUDO INVIRST PATRIX {P) IS
. 23000 L0000 L3000 . » 3000
23000 L0000 L0000 L0000 . 23000
2300 L0000 1.0000  S,2M0 L0000 L0000
<0100 L0000 L0000 L0100 20000
0000 L0100 L0000 L0000 0100 .
J0000 L0000 L0000 L0200 L0000 L0200

{VRHANCE OF CC ACCELERATIONS)/CVARIANCE OF ACCILEROMETIR RIADINGS)

Figure 7. Sketch of and Quantitative Evaluation Results for
First Accelerometer Layout on a Rigid Body
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THE ACCELEROMETIR LOCATIONS AND DIRECTION COSINIS ARE:
I-12 X Y '3 €0 S

[ S-X  €0S-f  £0S-Z

22500 000 50.00 1,000 0.600 0,000

22 0,00 2500 %0.00 0,000 1.000 0.000

23 000 0.0 30.00 0,000 0,000 1.00

24 2500 0,00 "0.00 1.000 0.000 ©.000

25 0.00 2500 3.0 0,000 0,707 0.707

26 0,00 25.00 "%0.00 0.000 0.707 0.707

THE FULL RESPONSE MATRIX 1St

1.580 0, 0.000  0.00 30,00 0.0

0000 1000 0.000 5000 0.00  0.00

0,000 0,000 1,000 0.0 000 000

1.000  0.00 0,000  0.00 “50.00 009

€.000 0,207 0,707 53.03  0.00  0.00

0.000 0.707 0.707 3303 0.00  0.00
€6 ACC. BEING RITAINID ARt X-ACC Y-ACC Z-ACC ALPHeX ALEA-Y

4

THE RIBUCLD RISPONST MATRIX 1St THE LIAST SQUAMS TILTIRING MATRIX (U] £ 1000 1§*
1 0 [ EY 10 0 0 0 0 o
[ 1 0 0 [ 01000 0 0 0 o
0 0 1 [ 0 0 0 00 0 I 3%
1 0 0 0 "0 0 6 0100 0 o
0 0.707 0.7207 $3.023 0 0 0 34 0 7% "2%0
B 0.707 0,707 “53.025 0 o 0 3% 02 %

THE PSEUDO INVIRSE MATRIX (P) IS:

$000 . 0000 5000 0000 L0000
0000 L8000 L0000 L0000 22829 .80
0000 L0000 L5008 0000 L3336 L3836
0000 0080 L0000 L0000 L0057 L0057
0100 0000 L0000 L0100 0000 L0000

CVARIANCT OF C¢ RCCTLERATIONS)/CVARIANCE OF ACCILIROMETER BIADINGS)
0.5
0.5200483348
9 5000755114
1.2801923380 4
H

Figure 8. Sketch of and Quantitative Evaluation Results for
Second Accelerometer Layout on a Rigid Body
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THE ACCELEROMETIR I.OCMIONS AND DIRECTION COSINES ARE:

GACK-1D X Z C0S-X  COS-Y (C0S-Z
1200 0.00 0.0 0,000 0.000 1,000
12 400 0.0  0.00 0.000 0.000 1.000
13 600  0.00  0.00 0,000 0.000 1,000
14 8.00 0,00 0.00 0.000 0.000 1.000
15 10.00  0.00  0.00 0.000 0.000 1.000
Az
THE HOOE SHAPES BEING CONSIDERED ARE: note 13 14 1s
GaGT  MODE  HODE  HODI 1 1‘ T t
1 1 2 3 R
1 0.%0 0.856 1.000 7 *
12 0.866  0.866 0,000 le 12

13 1,000 0.000 1,000
I 0.866 “0.866  0.000
15 0.500 0.866  1.000

THE L™ = SQUARLS FILTERING MATRIX [UJ x 1000 I§:
€67 39 7 T106 167
3%4 300 289 0 106
“167 289 667 289 167
“106 0 289 500 394
167 7106 167 394 667

THE PSIUDO INVERSL MATRIX [P) 1S5¢

1667 2807 .3333 2887 1667
2887 . 2087 0000  °,2887  .2887
3333 0000 7.3333 0000 3333

THE MODAL AMPLITUDR VARIANCE INDIXES (ROW SUMS OF SQUAREIS OF (P1) ARL:
3333
+3334
.3333

Figure 9. Equally Spaced Accelerometer Layout and Quantitative Results for
Measurement of Modes 1,2 and 3 of a Simply Supported Beam
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g THE ACCELTROMETIR LOCATIONS AKD DIRECTION COSINES NRE:

J cac-19 X Y 7 C0S-X  COS-Y  €0S-2

A -t QO A SR - A4

i 3} 2,00 0.00 0.00 0.000 0.000 1.000

. 12 4.00 0.00 0.00 0.000 0.000 1.000

] 13 6.00 0.00 0.00 0.000 0.000 1.000
14 8,00 0.00 0.00 0.000 0.000 £,000 .
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Figure 10. Equally Spaced Accelerometer Layout and Quantitative Results for =
Measurement of Modes 1,3 and 5 of a Simply Supported Beam &
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THE ACCILEROMITER LOCATIONS AND DIRICTION COSINIS ARE: :
acr-1d X Y Z 05X QOS-Y €02
[ A 120 0.00 0,00 0,000 0.000 $.000
. 22 240 0,00  0.00 0.000 0.000 £.000
3 23 360 0.00 0.0 0,000 0.000 4.000
L 4 480 0,00 0,00 0,000 0.000 1.000
N 3 600 0.00 0,00 0,000 0.000 4.000
! Az
THE HODE SKAPES BEING CONSIDERID ARE:
ShsE ML MO MOBZ ML ML 2l 22 232425 3
n1 3 s ) f i
A 0.9 0,803  1.000 0.0  0.309 ” el
22 0.588  0.951  0.000 0.9%1 °0.588 7?/ [
23 0.0 0.309 1,000 0.0 0.809 | 12 :
2% 0,951 (0.588  0.000 0,388 0.3 i i
F-H 1.000  "1,000 1,000 "1.000 1.000 .
! THE LEAST SQUARES FILTERING MATRIX (U} x 1000 182
1000 0
0100 0 0 ©
[} 0 1000 0 [
[} 0 0 1300 0
] ] 4] 0 1000
THE PSTUDO INVIRSE MATRIX CP) IS:
A2 L2352 3236 L2000
L3236 03804 1236 -.2352  ".2000
N L4000 L0000 T.4000 L0000 2000
4 L3236 L3804 L1236 L2032 ".2000
\ 4236 2352 L3236 L3804 L2000
i THE MODAL AHMPLITUDEL VARIANCE INDEXES (ROV SUMS OF SQUARES OF {P)) =t
.3600
.3600
L2600
.3600
.3600
L
; Figure 11. Left Side Accelerometer Layout and Quantitative Results for
h Measurement of the First Five Odd Modes of a Simply
p Supported Beam
1SQSEA BAMNES
THE ACCILEZROMETER LOCKTIONS AND DIRECTION COSINES ARE:
WI-ID X Y Z  COS-X  COS-Y (C0S-Z
31 248 0.00 0,00 0,000 0,000 1.000
32 436 .00 000 0,000 0.000 1.000
3 635 0,00 0,00 0,000 0.000 1.000
3 873 000  0.00 0.000 0.000 1.000
kH 30,91 0.00 0.00 0.000 0.000 1.000
Pz
3 THE MODL SHAPES BEING CONSIDERDD At 31 32 33 34 35
ST MODE  MOBE MODE ML MoID
1D 1 3 5 7 ) f f 1447 f
I 0541 0,99  0.332  0.1% V.0 =g
32 0.810 0.282 0.548  0.9%  0.75 77
3 0% VMO 0.2% 0.H1 0282 | 12 |

M 2,78 G330 VEC "Gueez 0.9%

3% 0.282  0.75% 0.9% 0,90  0.544

THE LIAST SQUARES FILTERING MATRIX {U) = 1000 ISt
000 0 0 0 O

01000 0 o0 o

0 01000 0 O

¢ 0 01000 O

0 ¢ 0 01000

THE PSIUDO INVIRST MATRIX {P) ISt

L4966 13308 L3399 30 10
L3599 L1026 C.308 L1966 .28
J1026 1986 L2m48 3208 L3539
SATE L3593 CLede TLE024 L3008
308 CLAMS L1024 L3598 L1966

THE HODAL AMPLITUDE WARIANCE INDEXTS (R0V SUMS OF SQUARIS OF [2)) ARL:

.3636

.363

1363

L3636

.36% J
3
:

Figure 12. Layout With Accelerometers at Muitiples of 2L/11 and
Quantitative Results for Measurement of the First Five Modes
of a Simply Supported Beam
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SHOCK ANALYSIS

A SUMMARY OF EXPERIMENTAL RESULTS ON SQUARE PLATES AND
STIFFENED PANELS SUBJECTED TO AIR-BLAST LOADING

te Houlston and J.E., Slater
Defence Research Establishment
Suffield, Ralston, Alberta, Canada

In combat operations, warships could be subjected to atr blast and
underwater shock loads capabl2 of causing significant local damage. As
part of a vulnerability and survivability study to improve Canadian
warship design standards, square steel plates and stiffened panels were
instrumented with pressure gauges,
displacement gauges, and then exposed to alr-blast waves of various

magnitudes and duration=.

strain gauges, accelerometers, and

This paper will summarize the experimental

results obtained for the square plates and for the first stiffened

panel tested.
i, INTRODUCTION

Metal plates or panels are fundamental
elements in many military structures. Ships, in
particular, are composed primarily of stiffened
metal panels t' it make up the hull!, decks,
bulkheads and superstructures In modern
warfare, naval ships could be subjected to
congiderable air blast and underwater shock
loads. Two distinctive types of response are
induced by these loads. One is a local response
of the panels and attached structure and
equipment, while the other is a global response
iavolving the whole ship in an overall flexural
or whipping form of vibration. For effective
warship design against air blast and underwater
shock threats, a fundamental and detailed under~
standing of shock wave loading and the
agsociated structural response 1is required.
Knowledge in this area 1s also required for
asgessments of vulnerability and survivability
of structures subjected to shock loading.

Iu recognition of these requirements, the
Defence Research Establishment Suffield (DRES)
is curreantly conducting research on shock wave-
structure interaction to advance the state-
of-art in structural response to air blast and
underwater shock loading. A previous paper [1}
outlined the testing facilities at DRES, and
presented sample experimental and finite element
result~ for the structural response of a square
plate and a stiffened panel exposad to air-blast
waves, The present paper will present a summary
of the experimental results from these and other
tests. In particular, Section 2 and 3 will
present experimental results for the square
plate tests and the stiffened panel tests,
respectively, discussed in Reference 1.
Section 3 will also present some preliminary
experimental regults from a stiffened panel
subjected to a long duration blast wave from a
ground burst at the U.S. Defence Nuclear
Agency's event MINOR SCALE.,
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2. SQUARE PLATES
2.1 Introduction

The main objective of the square plate
tests was to provide fundamental information on
the structural responge of a square plate with
built in boundary conditions to spatially
uniform air-blast loadings with various
magnitudes and duratiouns. Section 2.2 will
briefly review the experimental procedure,
equipment and instrumentation, and signal
processing for the tests. Results are then
presented and discussed in Section 2.3.

2,2 Experimental rocedure, lustrumentation
and Tests

Reference 1 gives detalls regarding the
experimental procedure, instrumentation and
tests. This section will briefly review some of
the details and present additional informatiom
as required.

The plates tested had effective dimensions
of 508 mn x 508 mm and thicknesses of either
3.4 mm or 1.5 mm. Each test consisted of
detonating a charge suspended directly above the
centre of the plate at a known standoff
distance. The plates were positioned on the
plate mounting system illustrated in Figure 1.
This system was designed to give fully clamped
boundary conditions and to reduce the effects of
reflected shock. Four pressure transducers
(P1~P4) were mounted around thne periphery of
each plate with one or two under it. The tests
were carried out at two experimental Facilities
at DRES: the Blast Chamber and Height-of-Burst
Site (HOB site). Tables 1 and 2 summarize
selected details from tests completed at each
facility, respectively. Whilst several plates
were tested, only one was fully instrumented
with strain gauges and accelerometers., The
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instrumentation layout is shown in Figure 2.
All the tests listed in Table 1 were done on
this plate as was test 4 in Table 2. .
X
\_- TARGET PLATE
Y
TOP
\ RS0
SUPPORT BOX s?
/ x BEAMS sn
pS $12 Y A1 ss
s13
S14
Hoo A2 X
$16
BASE A3 “pAd
s9
A5 As
Y
Figure 1. Exploded View of Plate Mounting System. BOTTOM AS SEEN FROM THE TOP
Figure 2. Strain Gauge (S) and Accelerometer (A)
Table 1

Positions for Test Series 1.

SUMMARY OF THE BLAST CHAMBER In addition to the tests listed in Tables 1
TESTS WITH THE SQUARE PLATE

and 2, an additional plate of thickness 12.7 mm
(Plate Thickness 3.4 mm) was irstrumented with eight pressure transducers
(P5 to P12) as shown in Figure 3 and tested at
CHARGE  CHARGE OVER PULSE both the blast chamber and HOB facilities. The
TEST®  MASS  STANDOFF “’g"“ DWT;W pressure transducers Pl to P4 shown in Figure 1
® {emm) (kP2) (s were also included. The purpose of these tests
1 13 308 55.0 2.0 was to verify that the pressure distribution
2 227 305 79'0 2‘0 over the plate was spatially uniform. The first
3 227 305 827 2.0 test on this plate consisted of suspending a '
3 197 244 72 2.0 227 g charge 3.05 m above the panel in the blast 13
5 908 105 207 2.0 chamber. The second test consisted of :
6 908 305 207 2.0 suspending a 3600 g charge 1.92 m above the
7 908 200 689 1.5 plate at the HOB site.
[
* All tests done on the same plate. (qg
5 P6
Table 2
1 SUMMARY OF THE HOB TESTS P
WITH THE SQUARE PLATES )
\ 4
PLATE STAND PEAK CENTRAL P po
1EST* THICKNESS  OFF PRESSURE  DEFLECTION - e -
(&) {cm) (kPs) (mm) ]
1 34 305 3720 38 o :’p%
2 1S 305 3450 86 ¥
3 3.4 244 5520 52 iy
: P12 A
4 3400 244 6890 47 'r;
5 1.5 244 6890 102 i ;__'
PLATE THICKNESS = 127 mm “:i: y
* All tests done with charge mass of 14.5 kg. - . e
Figure 3. Location of Pressure Transduce:s PS - P12 1
** Deformed plate from Blast Chamber tests. Used for Plate Loading Test. [.3
M
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2.3 Discussion of Results

Reference 1 gives a general discussion of
the results and signal processing techniques
applied for the square plate tests. The
following sub-sections will summarize the
experimental reaults obtained in the blast
chamber and HOB tests. Whilst only a
representative sampling of the data will be
rresented due to space limitations, a complete
database of results has been created.

2.3.1 Blest Chamber Tests

Since spatial uniformity of the pressure
loading on the plate surface was required, the
result of the blast chamber test on the plate
instrumented with pressure transducers was first
exanined. Figure 4 shows a plot of all the
pressure transducer signals (P1-Pi2). Although
there 1is some variation in the arrival times of
the pressure wave for each transducer, it was
concluded that the pressure distribution for
each time point was spatially uniform to
sufficient accuracy.

20+

PRESSURE (kPa)
8858838

-
o

TIME (ms)

Figure 4. Summary Plots of Pressure Transducer
Signals (P to P12) from the Blast
Chamber Plate Loading Test.

In order to compare a low and high level
loading case, suumary results will now be
presented for Tests 1 and 5 in Table 1.
Pigure 5(a) shows the pressure curves for Test 1
and Figure 5(b) those for Test 5. The loading

PRESSURE (kPa)

°

=10

-2 T Y T
W06 0 06 1 15 2 26 3 35 4 45 5 €5 ¢ 88 7 75 8

TIME (ms}

Figure 5(a). Plot of Pressure Against Time for Test 1
from the Transducers P2, P3 and PS5,

- -

PRESSURE (kPa)
-8 58888

© 08 1 15 2 26 3 35 4 46 5 65 6 45 7 75 & 8§
TIME (me}

Figure S(b). Plot of Pressure Aganst Time for Test 5
from the Transducers P1, P2, P3 and P5.

condition was considered to be satisfactory in
each cise since the pressure transducers around
the plate periphery (Figure 1) gave sinilar
pressure traces. The pressure traunsducers
omitted from the plots (Pl and P4 in Figure 5(a)
and P4 in Figure 5(b)) failed to remain fully
operational during the tests. The positive
duration is approximately 2 ms for both Test 1
Test 5. 1In each case the second shock can be
seen at approximetely 1.7 ms and 3 ms,
respectively.

For the loading condition being
investigated, the structural response of the
plate should be symmetrical about the x and y
axis shown in Figure 2. 1In order to check this,
the response of strain gauge S8 was compared
with that of S11. Similarly, the response of S9
was compared with S12. If the plate response is
syumetrical then the strains should compare
favourably. Figure 6 shows a plot of the
strains for Test 5. The result indicates a
satisfactory comparison of $8, S11 and S9, S12.

MICROSTRAIN
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B 0 12 1 18 1B 20
TIME {ms)
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Figure 6(a). Plot of Strain for Test 5 from Stran
Gauges S8 and S11.
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Figure 6(b). Plot of Stramn for Test 5 from Stramn
Gauges S9 and S12.
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Additional information on the structural
response of the plate was found by calculating
the Fourier transform of the signal from S18 and
also that from S19 for Test 1. The results are
shown in Figures 7(a) and 7(b)., Yor comparison
purposes the mode shapes and frequencies
presented in Reference 1 are given as Figure 8.
These results were determined from tests with a
Modal Analyzer and by calculation with the
computer program VAST [2]. The information in
Figure 8 shows that mode shapes associuted with
the frequencies of 118 Hz and 407 Hz (435 Kz
from VAST calculation) are those that are
expected to be excited by a spatially constant
pressure distribution. Figures 7(a) and 7(b)
show that significant response does occur around
these frequencies, In particular, S18 has
significant response in the region of 118 Hz
with minor peaks around 407 Hz, S19 has
significant response in the reglon of 407 il
with a minor peak around 118 Hz.

AMPLITUDE RATIO

1 T M L v T T

0 100 200 %0 %00 50
FREQUENCY (Hz)

Figure 7(a). Frequency Spectrum for Strain Gauge
S18 n Test 1.

14

AMPLITUDE BATIO

T T T —T- Y Y T

¢ 100 200 300 400 500
FREQUENCY {Hz)

Figure 7(b) Frequency Spectrum for Strain Gauge
S$19 1n Test 1.
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Figure 8. Mode Shape Patterns for Square Plate

from (a) Modal Analyzer Tests and
(b) VAST Program Predictions.

The displacement time histories will next
be considered. Figures 9(a) and 9(b) show the
displacements obtained by double integration of
the accelerometer signals from accelerometers Al
to A6 shown in Figure 2, The peak digplacements
in Figure 9(a) are in reasonable agreement with
the results of finite element calculations
presented previougly [1, Figure 23]. Comparing
Figures 9(a) and 9(b) shows that the times of
peak response decrease with amplitude. For
example, in Pigure 9(a) the first negative peak
for A2 1s reached at 2.5 ms, while in
Figure 9(b) this peak 1s at 2.1 ms, Comparison
of the displacement distributions to those
obtained from 1linear and nonlinear finite
element calculations [3]) indicates that this
effect is caused by significant membrane forces
that develop when the displacements become large
with respect to the plate thickness. The
membrane forces cause the stiffness to increase
and thus the period to decrease as displacement
increases. Figure 10, which shows 2 summary
plot of accelerometer Al displacement for
Tests 1 to 6, also shows the nonlinear effect of
decrease of period with amplitude.
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. Some representative sirain time histories
. will next be examined. Figure 11(a) shows
strain vime histories for the surface pajc of -
‘ strain gauges S22 and S15. In order to explain ¥
-E- 3 these results, the significant features of the 5
£ plate response are summarized as follows. ; :
W
: '
g I
3’ ‘
5, VoA
a
_2 :: “ KEY 'a;‘:
-3 F__ S22 tTop) — %"
%0 a1 S15Bou—=- ”|
-4 20{ ¢ ~, N
-5 200 ™ A MEMBRANE

T T T ™ T ™
=1 ¢ 1 2 3 4 5 6 7 8 9 1011 121314 1518 171319 20
TIME (ms)

Figure 9(a). Displacement Time History Plots for
Test 1: Accelerometers Al — A6.
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£ Figure 11(a). Strain Time Hi<tory Plots for Test | : K 1
5 Strain Gauges S15 (Bottom Surface) and ;
é $22 (Top Surface). 4
3
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o
Ris
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Figure 9(b). Displacement Time History Plots for - 40
Test 5: Accelerometers Al — A6, H g
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Figure 11(b) Stran Tume History Plots: Strain Gagges }‘
E €15 (Bottom Surface) and §22 (Top } 1
E Surface). iy
E i
w ex
K
5 g
2 Time 0.3 m8 to 0.5 ms X
Q z
8 The surface strains increase to a o
small local maximum at Q.4 ms due to a h&
bending wave that moves from the plate Y
edges toward the plate centre g‘
-8 4o A S (Reference 1, Figure 23). As shown by
=1 01 234 656 789101121 41516171812 a distinct peak in the plate centre
TIME (ms)
acceleration time history plot shown
. . in Figure 12(a), the bending wave .
Figure 10. %Ssi’sldﬁ'(‘)c': R’:Ltcl:'g:,?:();r"/'(’:s for reaches the plate centre at about ?.
’ 0.6 ms and causes the plate centre to
be rapidly decelerated. ¢
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Figure 12(a) Acceleration Time History Plot tor

T.st 1: Accelerometer A2,
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A PEVLAL T\f f.*x
R e, S

0 2 4 6 8 10 12 14 16 18

TIME (ms)

Figure 12(b) Velocity Tune History Plot for Test 1:
Accelerometer A2,

Time 0.5 ms to 1.25 ms

After the abrupt deceleration at
0.6 ms the plate centre continues to
be increasingly accelerated downwards
with a maximum value of acceleration
occurring at approximately 1 ms.
Since the plate surface becomes
concave shaped during this time, the
top surface strain (S22 1in
Figure 11(a)) becomes increasingly
compressive and the bottom surface
strain (S15) becomes increasingly
tenslle. At approximately 1.25 ms, a
local minimum and maximum occurs in
the top and bottom surface strains,
respectively. Figure 11(a) shows that
pure bending action has been dominant
in the plate response to this point.
Essentially no membrane strain has
developed.
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Time 1.25 ms to 2.5 ms

Between approximately 1 ms and
1.6 ms, the acceleration of the plate

centre decreases from 1its paximum
downward value to zero. Figure 11(a)
indicates that between these times

there is a reduction in bending strai-
and a small increase 4in membrane
strain. At 1.6 ms the strain curves
also show an inflection similar to
that which occurred at 0.4 ms. This
inflection occurs when the maximun
plate displacement reaches the plate
centre (Reference 1, Figure 23(b) and
23(c)). It s of interest to note
that this is an effect that would not
occur for a circular plate.

Between 1.6 ms and about 2.5 ms
the acceleration of the plate centre
increases from zero to its maximum
upward value, and at 2.5 ms the centre
plate displacement (Figure 9(a))
achieves its maximum downward value.
Between these times there is also a
significant decrease in bending strain
and increase in membrane strain such
that the two are approximately equal
when the plate centre has reached its
peak downward deflection at 2.5 ms
(Figure 11(a)).

Time 2.5 ms to 4.5 ms

From 2.5 ms to 4.5 ms the plate
centre rebounds from its maximum down:-
ward displacement to the - :ro
position. Figure 11(a) shows that at
3.2 ms the bending strain has again
become a maximum and the membrane
strain uas been significantly reduced.
Also near this time the acceleration
curve shows a localised negative peak.
This observation makes 1t clear that
the centre initially atiains such a
high velucity on rebound that its
motion 1s suddenly arrested at 3.2 nms.
A small in: ection in the displacement
curve at 3.z ms for the plate centre
(accelerometer A2) is also evident in
Figure 9(a) and for the strain curves

in Figure 1l1(a). At 4.2 ws the
surface strains become zero, which
indicates that the area of plate
around strain gauges S22 and Si5 has
reached the zero position. “nis
indication is also given by .he
displacements associated with
accelerometers Al, A3 and AS in

Figure 9(a). At a slightly later time
(4.5 ms approximately) the plate
centre reaches the zero position.
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Time 4.5 ws to 8.75 ms

Between 4.5 ms and 8.75 ms the
plate centre achieves its maximum
upward deflection and then returns to
the zero position. From 4.2 ms to
5 ms the bending strain goes from zero
to a local maximum with ecssentially no
nembrane strain being developed.
Between 5 ms and approximately 6 ms
the membrane strain builds up to a
peak value and becomes equal to the
bending strain, and the deflection of
the plate centre achieves a maximum
value which 1is about 29% higher than
the magnitude of the minimum displace-
ment that occurred at 2.5 ms. This
increage in displacement is due to the
negative phase 1in the pressure signal
shown in Figure 5(a). The pressure
curves show, in fact. that between 2
and about 3.5 ms the negative phase
achieves a magnitude of approximately
27% the positive phase magnitude.
This increased pressure increaees the
upward acceleration of the plate (see
Figure 12(a)) and thus a greater
magnitude of displacement is achieved
(5.4 mm centre displacement at 6 ms
compared with 4.2 mm at 2.5 ms). From
6 mg to about 6.8 ms the plate centre
is rrpidly accelerated down'ards with
an asgociated reduction in membrane
strain and an increase in bending
strain. As anticipated because of the
negative phase loading, the velocity
of the plate centre is greater at
6.8 ms (2 m/s in Figure 12(b)) than at

the equivalent point of 3.2 us
(1.75 m/8) on the downward deflection.
The deceleration after menbrane

recovery 1s thus greater and gives a
more pronounced inflection on the
displacement time graph as shown by
the curve for A2 at approximately 7 ums
in Figure 9(a). The centre of the
plate returns to the zero position at
about 8.75 ms. Figure 9(a) makes it
clear that the deceleration at 6.8 ms
has sufficiently reduced the centre
velocity to make the centre the last

point to go through the =zero
position.
Figure 11(b) for Test 5 indicates

approximately the same pattern as Figure 11(a)
for Test 1. The notable differences in
Figure 11(b) due to an almost fourfold increase
in overpressure are as follows:

1. In genera) the strain peaks are between
2.5 and 3.5 times greater.

2. The corresponding peaks occur several
milliseconds earlier due to stiffening
of the plate by membrane action.
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3. Membrane strain is more pronounced and

leads to more distinct inflection
points at approximately 3 ms and
6.25 ms in the displacement time

history for the centre

Figure 9(b)).

plate (see

2.3.2 HOB Tests

The purpose of the HOB tests was to
examine the structural response of square plates
under high load [1). This section will present
a summary of the results obtained.

As was done for the blast chamber tests,
the panel shown in Figure 3 was used to check on
uniformity of pressure loading over the plate
surface for the HOB site test configuration. A
charge of 3.6 kg was detonated at 1.92 m above
the plate centre and the pressure transducer
signals recorded. Figure 13 shows the result.
Although there 1is some varfation in the arrival
times of the signals, the results were
considered to be satisfactory.

PRESSURE (kPa)

05 o 05 [T 2 25 3 35 4
TIME (ms)

Figure 13. Summary Plots of Pressure Transducer
Signals from the HORB Plate Loading
Test.

Test 4 listed in Table 2 was done on the

plate shown in Figure 2. Because of the
predicted high acceleratfons, however, the
accelerometers were removed from the plate

before the test. Although several strain gauges
fatled during Test 4, reasonably satisfactory
strain traces over a limited range were obtained
for several gauges. Releted results from
Test 4 will now be given.

Figure 14 shows the pressure time history
signals. Pressure gauges Pl to P4 were mounted
on the extension panels as shown in Figure 1,
and pressure gauges PS5 and P6 were mounted
underneath the target plate., The results show
that the top surface pressures are reasonably
consistent both in amplitude and duration, and
that the magnitude of the pressure under the
plate 1s negligibly small in comparison with
that on top. The aversge peak overpressure 1is
6890 kPa, which is an order of magnitude higher
than the largest overpressure recorded in the
blast chamber tests. The positive durations,
however, are somewhat less well defined but are
aominally less than half the positive durations
encountered in the blast chamber tests.
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s As sghown in Reference 4 and Reference 5 b
a (Figures )1 and 15) the collapse mechanlsm for a Yl
@ square plate consists of essentially rigid tri- t,»l
«c o angular zones that rotate about hinges which >
. L AL form along the plate boundaries and from the E
olate corners. The response of the strain &
© 8'1 gauges that did not fail were consistent with
% 6 this deformation paitern. To 1illustrate the :
Y results, Figures 16(a) and 16(b) show the straln
g gauge time histories, respectively, from surface
S 2 P3 strain gauges S19 and S12, which are oriented
8 0 . along a ninge, and strain gauges S18 and Sll,
e o which are oriented perpendicular to the hinge.
o -2 T In each cage a high frequency response initially .
occured due to localized vibration of the g
= B4 individual strain gauges. After about 0.2 ms,
% 6 however, this response had essentially been E
=, damped out and the strain respongse of the plate {f.
w pa can be observed. The resulting strain histories %
> 21 are consistent with finite element calculations
7]
[ ] .
z -2 — e
& v T L L L] L] Ll T L] L] LS ?
Figure 14. Plot of Pressure Against Time for HOB ooooj @ Q‘
Test 4: Transducers P1 ~ P6. ! !
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In the case of pressure traunsducer Pl, a s18 ﬁ
spike occurs about 0.1 ms after the main —500- MEMBRANE | / MMW'*“M 5
pressure peak. It was felt that this anomaly i ¥
was an effect caused by an inperfecticn in the - 10000 ! \\’
charge that was detonated. Since only Pl ] ¢
detected this pressure spike, however, it was 16000 2+ y—y——————— T T ™ C
considered to he a localized effect that would 0 02 04 06 08 10 3z 14 16 1% 20 22 24 ‘(,.
not appreciably change the structural response TIME {ms) »
of the target plate. }

In order to check the symmetry of

response, the strain time histories from strain Vagure 16, ?‘:\:“; 1'S}:‘;'m""(‘:‘I‘"‘{CE";“I‘I f‘;‘l’”glg
gauges S8 ond Sl1 are compared in Figure 15. f o T et ST ST 25

andd $19

b i B .

The comparis~n is reasonably satisfactory.
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for the displacement patterns pres._nted in
Reference 5. The plate was shown to collapsge to
its final defuiwed shape in about J.2 ms and
then to recover elastically a omall amount in
about 0.5 ms. It then ccatinued to vibrate
elastically with small amplitude about the
deformed shape. Figure 16(b) shows that the
measured straing are consistent with this
predicted dynamlc response.

Strain gauges S19 and S12 in Figure 16(a)
give further verification of the computed
displacement time histories in Reference 5. At
0.5 ws a localized depression (caused by the
plate corners) has moved to the position of
strain gauges 519 and S12 and accounts for the
surface strains observed at this time. At about
1.2 ms, when the plate has collapsed to its
final shape, a tensile membrane strain has
developed as anticipated. At about 2 ms this
membrane strain has reduced due to elastic
recovery after the initial collapse as predicted
by finite element calculations.

3. STIFFENED PANELS
3.1 Intreduction

The purpose of the air-blast loading tests
on stiffened panels was to obtuin displacement
and strain data for comparison with computer
code predictions. Since stiffened panels are
used to construct the hull and superstructure of
a modern warship, the experimental ddta in con—
junction with numerical modelling results will
be valuable in improving current Canadian
design standards,

This paper will present results for two
stiffened panels. The first panel was subjected
to seven tests at the HOB site. The second
stiffenad panel was tested at the Defense
Nuclear Agency's event MINOR SCALE at which a
4000-ton ANFO charge was detonated as a ground
burst on White Sands Missile Range in June
1985.

3.2 Stiffened Panel Tested at
the DRES HOB Site

3.2.1 Experimental Procedure,
Instrumentation and Tests

Reference 1 gives details regarding the
experimental procedure, 1Instrumentation and
tests for the panel tested at the HOB site on
the DRES experimental range. The following
discussion will briefly review the details.

The panel was 6.35 mm thick and had
effective dimensions of 4.57 m x 2.44 m with
76 mm x 152 mm T beams at 0.914 m spacing. The
panel was mounted flush with the ground in such
a way as to achleve fully fixed boundary
conditions and was instrumented with pressure
gauges, accelerometers and strain gauges as
shown in Figure 17. Each test consisted of
detonating a charge suspended directly above the
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Figure 17. Transducer Locations on Pancl
(P = Pressure, § = Strev , A = Acccieration)

centre of the panel at a known standoff
distance. Table 3 summarizes the testg., Since
the pulse durations were typically less than
half the fundamental period of the panel
(25 ms), the loading was in the impulsive
regime.

3.2.2 Discussion of Results

Some preliminary results were presented
in Reference 1. In particular, the deformed
shape of the panel after Test 4 was shown.
Severe deformation of the panel segments and
beams were observed. The present paper will
present a reasonably comprehensive set of
results for Test 3, which is a moderately high
level loading casze.

Pressure Loadin

As shown 1in Figure 17, four pressure
transducers (Pl1-P4) were mounted around the
panel. In addition, two pressure transducers
(PS5 and P6) were mounted underneath. Figure 18
shows a plot of the pressure siguals for Test 3.
These curves indicate a satisfactory spatially
constant load. The difference In arrival times
can be explained by considering the curvature of
the shock front. The pressure under the panel
is essentially zero compared to that on top over
the region of interest. The positive duration
of the pressure wave at the panel surface was
approximately 8 ms. The magnitude of the nega-
tive phase (not shown fn Figure 18) was
essentially zero.
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Table 3

SUMMARY OF THE HOB TESTS WITH THE STIFFENED PANEL

CHARGE  STAND PEAK :
TEST MASS OFF PRESSURE  DURATION ACCELERATION* STRAIN** REMARKS
(kg) (m) (kPa) (ms) (®) (u€)
1 29.1 15.2 83 9.5 370 1300 Elastic
2 94.1 12.8 225 8.5 880 3000 Just Below Yield
3 94,1 10.1 476 8.0 1590 4000 Just Above Yield
4 188.1 7.3 6650 4.0 + 6400  Severe Plastic
Deformation
* Average peak value for accelerometers located at panel centres.
p p
** Average peak value for strain gauges located at panel edges.
+ Accelerometers not mounted.
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Figure 18 Plot of Pressure Against Time for Stiffened TIME (ms)
A Panel Test 3: Transducers P1 ~ P6.
K 204 {b) peme P12
g Motion Time History 2z
b
h As shown in Figure 17, accelerometers
were mounted at the centre of each of the panel
I segments (A8-A10, Al2, Al3), on the “fixed"
3 boundary (A7), and at the centre of one of the
§ beams (All). Figure 19 shows the displacement -
time histories found by double integration of E
the accelerations with drift correction. -
Although considerable drift in the displacement s
signals were observed after integration prior to g R
drift correction, it 1is believed that the dis- ] :
placement signals presented are reasonably 9 A10 RK
correct. The drift correction technique that % 204(d) m E‘,?!
wag applied is discussed in Reference 1. o 0 7 5%'
The following observations can be made on .';:
the basis of the results shown in Figure 19. :;8:.
A
1. The displacement respoanse of A9 and i
Al? are similar as rvrequired by ﬁ
syametry. A8 and Al3 are also
similar except for a discrepancy in
the peak displacements (due possibly K
to unknown factors such as residual
stress).
¥
. tigure 19. Displaceme st Time History Plots for .
2 ﬁg::l:::ylgédZ:h:m:)atlxz{ev)la:h::f;:::v:?; Stiffencd Panel Test 3. Accelerometers F;,
A8 - A3 :
fixed in comparison to the panel and :5'
beam dispiacements. .’{«;
g
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E 3. The average horizontal line through
g
3

the peak displacements assgociated KEY
with the accelerometers at the panel s

segment centres 1is consistent with s#n I b

- -

the approximate permanent deflections
of 20 mm. N

4. The period of response with respect e

to the average baseline 1is about o' MEMBRANE 25 (8}

2000 S42 [

Vo

25 ms, which is the same as the value
found from linear elastic analysi-.

MICROSTRAIN
> §
i
\.
.
L
)
.

5. The centve displacements of the panel
segments vary between 40 mm and -7
80 mm. R S S S Y R VR R TR P
TIME (ms)
Observations 4 and 5 show that yield of oo™ MEMBRANE
the material has effectively cancelled out the 543 o~
membrane stiffness effects. This follows since
the displacements would be smaller by at least
an order of magnitude should yield of the
material not have occurred.

Strain Time History

Scme representative strain time histories
are shown in Pigure 20. Figures 20(a) and 20(b)
indicate that significant membrane strain
occurred during the downward motion of the panel

(0~9 ms). There is also some similsrity between Figure 20. Strain Time History Plots for Stiffened
Figures 20(a) and 20(b) for appronimately the Panel Test 3: Strain Gauges (542,S21),
first seven milliseconds, but then some (543,525) and (539,540).

discrepancies occur. It is believed that this
nonsymmetry is due mainly to construction
details such as welds which affect the £ree
vibration response of the panel after the [ 452m

initial loading phase. Figure 20(c) shows that IIIIlllllillllllllllllllll_l_l_lg_yg!.lL!l__lUUUﬂUUlﬂ.lu
significant straia has occurred parallel to the Y52
beam as well as perpendicular to it. The peak
strains in Figure 20(c) occur at about 6.5 ms,
which is also the time of peak displacement !
shown in Figure 19(c). The fact that the peak . - S sn-
membrane strains in Figure 20(a) and 20(b) occur
at about 3 ms suggests that higher modes other
than the fundamental are significant (the mode

2438 m

shapes and frequencies are presented in A Ned
Reference 5, Figure 19). T
TOP \
3.3 Suiffened b 21 Tested at MINOR SCALE 635 mm PLATING
3.3.1 Experimental Procedure, 76 mm x 362 mm TBEAMS AT 0914 m SPACING
Instrumentation and Tests T A O

ST 519 %321 8522
b

The stiffened panel tested was wmounted
flush with the ground surface at a radial

. OA7 oAlsi
locatisn from the explosion for a peuk side-on
overpressure of 345 kPa. As for the HOB tests, H F.S;sm“ a3 L as sz
the panel was embedded in a reinforced concrate s b AT ozyons i Usx

foundation to simulate a clamped (duilt in) i
boundary condition.

adaaeganoninnrens

IRECE

OAS [

: S 3'
The panel was instrumented with pressure i

gauges (Kalite Piezo-resistive strain type, R T

-8
A

model XT190), accelerometers (Endeveo strain 8OTTOM

type, model 2264), electrical resistance strain (AS SEEN THROUGH TOP}

gauges and displacement gauges (Schaevitz LVDT) Figure 21. Transducer Locations on Stiffened Pancl
as shown in Figure 21. The transducer analog for Mmor Scale Trial. (P = Prevure,
signals were cabled to the DRES instrumentation A = Accleration, D - Diplacement, § - Strain)
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bunker and recorded automatically on magnetic
tape for later digitization and data processing.
Following the blast, the panel was examined aud
surveyed to determine the shape of the perma-
nently deformed surface and the extent of the
damage.

3.3.2 Discussion of Results

AN RN AVA L AR RS RVENAE VTR AR TN TN AT RVAWPETUN AN AR PN AN X ANARNAX AN ANAK RS fa8 ¢

200 mc, the beam (D13) reached its recovery
position with a permanent displacement of about
15 mm. It did not appreciably respond in the
negative phase. The oanel centre, however, did
regpond to the negative phase and also to the
second sghock that occurred at 750 ms
(Figure 22). The centre of the panel then
recovered to its final deformed displacement of

FOCRAN AR FUCTAI UCRIUSA TN AN PP LA ™ FLN S TN R TR

about 25 mm after spproximately 1500 ms,

Pressure Loading

‘gure 22 shows the side-on press.re-time
history for the transducer P2 located on the

It was also of interest to compare the
measured displacements obtained with D12 and DI3
with the doubly integrated accelerations with

panel surface. The insert illustrates the drift correction from accelerometers A2 and A3,
perturbations in the initial wave form. These respectively. The results are shown i1n
perturbations may be attributed to ground Figure 24 for the first 50 ms. The displace-
surface boundary layer effects, local arnmalies ments found by integration agree reasonably
in the shock front, ground/panel surface closely with the measured displacements.
3 discontinuity or strain gauge cable obstruction (a)
F near the pressure transducer. The peak over- _ 1
pressure of 350 kPa agreed closely with the £ o
3 predicted value. The positive duration was g =109 :
approximately 200 ms, which is about thirty Z -2 Ve
times greater than the positive durations E":z -
: encountered at the DRES HOB site. g _'50 ‘-._‘ o e ! /"'vv../\.w
3 a - 012
)
‘00!} S 4001 RT3 S— T ———
5 N 0 4 8 12 16 20 24 28 32 36 40 44 43
g 300 Em. I\N"\_\’_’\ TIME (ms)
w 2004
z é ° b
g’“’_ I £ T tnnmmnnin T
g o TIME (rma} ~ E
=108 eyt Ty L 3
-100 0 100 200 300 400 600 700 8J0 900 L D13
TIME (ms) w \ " q
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Figure 22. Plot of Pressure from Transducer P2 & L As ',\J:!gv;:
Against Time from the Miror Scale Test ] ity
-40 T T T T T T T T T T T { g
Bl
TIME {ins) &Vii“a:
T 10 Figure 24, Companson of Displicement Time Histories AL
£ 9 513 from Minor Scale Test. (a) Acce.crometer .
£ -10 . A2 and Displacement Gauge D12, ‘
&-20 (b) Accelerometer A3 and Displacement
- -2 \‘ Gauge D13,
; g_‘o D12
' a -50
[7]
. 8“8+ T r—r—r—r——r—r—r—r
-200 0 200 400 600 800 1000 1200 1400 1600 1800
TIME {ms)
Figure 25 shows the deformed shape of the
Figure 23. Displacement Time History Plots from panel at the end of the Minor Scale test.

Minor Scale Test :

; Moderate permanent distortion of the panel had
Displacement Transducers D12 and D13.

occurred.

Motion Time History

PERMANENT DEFLECTIONS
fOR

PANEL AND BEAM

MIDPOINTS

DISPLACEMENTS x 10 0
Figures 23 and 24 shows the displacement :

time history recorded from displacement gauges
D12 and D13 in Figure 21. The panel centre and

beam were plastically deformed to their maximum R
displacement in only a few wmilliseconds. In i mm
particular, the centre of the panel essentially :
reached 1its first maximum displacement after

4 mg and the centre of the beam after about NOTE ARROWS INDICATE

7 ms. The panel then oscillated elastically SHUIFNER Postrions

about a mean displaced shape that recovered ¥
under a reducing load that varied slowly with
respect to the natural period of the structure.
When the external pressure became zero at

Finat Displaced Shape of Panel after
Minor Scale Test

Figure 2§
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The Minor Scale test of the stiffened panel
enabled the response in the dynamic, rather than
the impulsive, loading regime to be determined.

The excellent pressure and displacement measure-
ments revealed the nature of the structural
response. Plastic collapse and damage occurred
in the first 6 ms of the 200 ms positive dura-
tion of the pressure load. Subsequent response
consisted of elastic vibration about a wmean
deformed shape that recovered slowly during the
rest of the positive duration to a final
deformed shape, In fact, the only essential
difference in the results from the impulsive
loading case and the Minor Scale test was the
rate of recovery.
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IN-STRUCTURE SHOCK IN A PROTOTYPE BLAST SHELTER

S. C. Woodson and S. A. Kiger
U.S. Army Engineer Waterways Experiment Station
Vicksburg, Mississippi

A full-scale, 100-man capacity reinforced-concrete blast shelter was tested in
the high-explosive MINOR SCALE Event sponsored by the Defense Nuclear Agency ¢

E (DNA). Approximately 4,800 tons of an ammonium nitrate fuel-oil mixture was aj@i
3 detonated in June 1985 to simulate the airblast effects of an 8-kiloton nuclear ‘(‘6

weapon surface burst, The prototype shelter was constructed and backfilled to a L‘;«
3 depth of burial of ¥ feet at the range corresponding to the predicted 0.50 MPa VIAY
3 (75-psi) peak overpressure level. The U.S. Army Engineer Waterways Experiment X
3 Station (WES) and the U.S. Army Engineer Division, Huntsville (HND), ;?

cooperatively designed and flelded the prototype civil defense blast shelter in 0y
e support of the Federal Emergency Management Agency (FEMA) Keyworker Blast E

Shelter Program. The test verified the structural design developed from a 3~
year research program at WES. This paper compares the data from the prototype
test with data from previous High-Explosive Simulation Technique (HEST) tests on
1/4~scale models. Specifically, in-structure shock is evaluated using shock
spectra developed from acceleration data. Shock spectra developed from the
prototype test are compared to the scaled shock spectra developed from the model
tests. Also, a comparison is made with the in-structure shock environment
measured in a full-scale, 18-man capacity corrugated steel blast shelter.
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nonessential personnel to safe (low-risk)
areas (when a nuclear crisis is probable) and

with generally a capacity of 100 to 400
people. An expedient shelter consists of
prefabricated components which can be
installed within a time period of about 2
weeks and generally has a 20-man or 1less
capacity.

Structural design parameters required that
the shelters survive at a peak overpressure of
0.34 MPa (50 psi) from a 4,200~TJ (1-Mt)

[3]. In-structure shock determined from
acceleration data recorded in the 1/4-scale

A full-scale, 100-man capacity reinforced-
concrete blast shelter was tested in the high-
explosive MINOR SCALE Event sponsored by
DNA. Approximately 4,320 t (4,800 tons) of an
ammonium nitrate fuel-oll mixture was
detonated {r June 1985 to simulate the
airblast effects of a 33-TJ (8-kt) nuclear
weapon surface burst. The prototype shelter

Conclusions are drawn on the shock environment in civil defense blast shelters UK
and its effects on personnel and typical blast snelter equipment. The validity AR
of using small-scale model structures and HEST simulations in determining in- A5
structure shock generated by nuclear weapons is discussed. i
3 INTRODUCTION weapon dictated an earth-mounded or buried A z
structure. Among the structures field tested L
WES has conducted several structural under dynamic loadings were a full-scale §,;
research studies in support of the FEMA corrugated-metal expedient-type shelte~ [1], {zg
Keyworker Blast Shelter Program. At the time six 1/l-scale reinforced concrete models of a ’;9‘
E this research program was initlated, civil deliberate-type shelter [2], and a full-scale E J
3 defense planning called for the evacuation of reinforced concrete deliberate-type shelter €$

the constr .ction of blast shelters to protect medel tests aad the corrugated-metal shelter =
key workers remaining in the high-risk te3t are discussed by Slawson and others [4] e o
areas. FEMA tasked HND to develop keyworker and woodson and others [5], respectively. ,agt
shelter designs, and WES supported the HND This paper discusses the prototype reinforced- gﬁ
effort with design calculations and concrete shelter test and compares the in- ;gﬂ
experiments using 1/4-scale models and structure shock environment with those S
prototype structures. Both deliberate- and discussed in References U4 and 5. o
expedient-type shelters were¢ studied. A W]
deliberate shelter is a permanent structure TEST DESCRIPTION L

nuclear weapon. The structural design was -nstructed and backfilled to a @z;

criterfa and the levels of initial and depth of burial of 1.2 m (4 ft) at the range o

residual radiation associated with the threat corresponding to the predicted 0.50 MPa 3¢(

£
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(75 psi) peak overpressure level. In
preparation for the prctotype test, WES
conducted a series of yield effects tests [6]
to determine the overpressure required in the
33 TJ (8 kt) nuclear simulation to result in
the same damage as the design threat
(4,290 TJ at 0,34 MPa). The yield effects
tests and analyses indicated that the
prototype shelter should be placed near the
0.50 MPa (75 psi) peak overpressure level.
Figures 1 and 2, respectively, show plan
and elevation views of the shelter. The
shelter contained mechanical air-moving
equipment (fans auad ducts), a diesel
generator, bunks, and three instrumented
anthropomorphic mannequins. The mannequins
were positioned in the standing, sitting, and
supine positions, and their movement was
documented using accelerometers and high-speed
photography to investigate occupant
survivability. The diesel generator and
mechanical equipment were tested pre-~ and
posttest to investigate equipment
survivability. One hundred channels of
instrumentation were recorded. Figures 3
and 4 show the instrumentation gage locations.

RESULTS

Damage to the shelter during the MINOR
SCALE Event was light with structural
reflections essentially within the elastin
range. Maximum measured midspan deflecticns
were approximately 2.0 cm (0.8 inch) with
permanent roof deflections of 0.3 cm
(0.13 inch) or less. Minor concrete cracking
was noted on the roof slab as shown in
Figure 5. Hairline cracks were visible on the
walls as shown in Figure 6 and on the floor as
shown in Figure 7. Figures 5 through 7 do not
show all of the cracks in the structure butl
are representative of the types of cracks
found throughout the shelter.

The mechanical equipment incurred no
damage during the test, and the final
positions of the mannequins were similar to
the pretest settings. The feet of the
standing mannequin moved forwerded
approximately 1.3 em (0.5 inch). Data
recovery was very good for the airblast-
pressure gages, so0il-stress gages,
accelerometers, interface-pressure gages, and
deflection gages. The 100 channels of data
will be published in a WES technical report
(31.

The weapon simulatiion was determined by
choosing the best fit, in a least-squares
sense, of 100 msec of the airblast data to a
33~TJ (8 kt) nuclear weapon pressure-time
history as defined by Speicher and Brode in
Reference 7. The procedure used to select the
best fit is described in some detzil in
Reference 8. The weapon simulations for each
surface airblast data record are listed in
Table 1.

Table 2 compares the average weapon
simulaticn peak overpressure and yleld values
with those of the corrugated-metal shelter
test and the 1/l-scale model test. Note that
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consistent with cube root scaling, the actual
yield simulated in the 1/4-scale test has been
multiplied by 16 for comparison to the full-
scale teuts, The peak ovarpressures simulated
in the three tests were similar, but the
weapon ylelds varied.

IN-STRUCTURE SHOCK

In-structure shock is tynically
represented in terms of shock spectra. Shock
spectra are plots of the maximum responses,
usually of relative displacement,
pseudovelocity, and/or absclute acceleration
of linear oscillators, with a specified amount
of damping to a given input base acceleration-
time history. The maximum response is plotted
as a function of oscillator frequency.

Vertical shock spectra were generated from
acceleration data recovered in the dynamie
test using a computer code developed at WES.
The experimentally determined shock spectra
were calculated using a damping of 5 percent
of critical, and smoothed versions are shown
in Figures 8 through 13 for accelerometers
AV-1 through AV-6, respectively. As shown in
Figure 4, the accelerometers were located on
the floor of the shelter.

Figure 14 compares shock spectra developed
from accelerometer AV-1 with vertical floor
shock spectra determined from data recorded in
the corrugated-metal shelter test and the 1/4-
scale model test (D-3B) discussed in
References 4 and 5, respectively. For
comparison with full-scale results,
displacements and accelerations from the t1/4-
scale test were multiplied and divided by &,
respectively. The spectra from the protofype
shelter compare well with that of the metal
shelter 2t all frequencies. However, scaled-
up data from the 1/4-scale test indicate a
much more severe shock environment thar data
from either of the full-scaie tests. Note
from Table 2 that yield is much higher in the
1/li-scale test than in the 2 full-scale tests,
but yield was also higher in the metal shelter
than in the 100-man shelter test with no
corresponding increase in shock levels. No
good explanation of the discrepancy between
spectra generated from the 1/4-scale structure
tests and the 2 prototype tests {s apparent at
this time. However, we note that the airviast
generated by the MINOR SCALE Event was
rz2latively smooth {no nigh-frequency
oscillations) compared to the airblast
generated in the simulators used for testing
the 1/4-scale and expedient shelters, and that
the metal expedient shelter may have
effectively filtered out the nigh-frequency
signals.

OCCUPANT SURVIVABILITY

Reference 8 discusses human shock
tolerance. The effecte of shock on personnel
inside the structure depcond on the magnitude,
duration, frequency, and direction of
motion. Also, the position of the man at the
time of shock influences its effect.
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Reference 8 recommends using a maximum design
acceleration of 10 g's at frequencies at or
below man's resonant frequency in the standing
position (10 Hz). Figures 8 through 13 show
that the floor acceleration was less than
5 g's at a frequency of 10 Hz. Since human
shock tolerance is higher in the seated and
supine positions than in the standing
position, the probability of injury decreases.
Impact injuries occur at much lower
accelerations than compressive bone
fractures. Generally, impact injuries may
occur at accelerations of 0.5 to 1 g for an
unrestrained man in the standing or scated
position. These injuries are the result of
falling and hitting the floor or other
objects., Impact injuries may be reduced by
padding or restraining to prevent movement.
The high-speed photography and posttest
observations indicate that impact injuries ars
not probable. Maximum absolute values of
velocity and displacement determined from
evaluation of the high~speed movies are
presented in Table 3.

MECHANICAL EQUIPMENT SURVIVABILITY

The vertical shock spectra in Figures 8
through 13 can be used to determine whether
shock isolation is needed for a given piece of
equipment, provided fragility curves for the
equipment are known. Alternatively, these
shock spectra can be used to write shoock-
resistance specifications that the equipment
must be able to withstand. Figure 15 compares
the experimentally detersined shock spectra
from accelerometer AV-+1 with safe-response
spectra fragility curves for typical floor-
mounted equipment from Reference 9. Figure 9
shows that motor generators and communication
equipment should be shock isolated to ensure
survivability. The diesel engine generator
inside the tested shelter was supported on
mount ing brackets on top of the fuel tank and
incurred no damage.

CONCLUSICNS AND RECOMMENDATIONS

Based on results of the prototype shelter
test in the MINOR SCALE Event, in-structure
shock in the 100-man Keyworker Blast Shelter
is within acceptable limits for occupants. It
is recommended that typical blast-shelter
equipment such as generators and communication
equipment be shock 1solat>d to ensure
survivability. The shock spectra presented
can be used to evaluate equipment
survivability; or alternatively, they can be
used to develop specifications for shock
{solators.
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Table 1, Nuclear Weapon Simulations

Gage Weapon (kt) Overpressure (psi)
AB-2 8 88
AB-3 8 T4
AB-4 8 52
AB-5 8 63
AB-6 8 48
AB-T 8 53
AB-8 8 46
AB-~9 8 59
AB-10 8 53
Average 8 58
Table 2. Comparison of Weapon Simulations

Test

1/4-3cale Model Shelter

Expedient Metal She ter
(Prototype)

100~Man Prototype Shelter

Peak Overpressure Weapon Yield

_(psi) (kt)
62 5,488
55 1,000
58 8

Table 3. Mannequin Response

Maximum Displacement

Maximum Velocity

Mannequin {inch) (feet/sec)
supine 0.9 1.4
seated 3.2 2.9
standing 1.3 1.5
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Hairline cracks on wall,

Figure 7.

Hairline erack on floor.
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RESPONSE OF NONREINFORCED MASONRY WALLS
TO COLVENTIONAL WEAPONS -

James C, Ray, Robert E., Walker, and William L. Huff
U.S. Army Engineer Waterways Experiment Station
PO Box 631, Vicksburg, Mississippi 39180~.631

An existing computer code his ).~en modified to analyze the vulnerability of

nonreinforced masonry walls t¢ airblast from conventional weapons.

TWo new

subroutines were added o add ess the nonuniform loading and localized response

associated with conventional weapons analysis.

The predictions from the code

have been compared to a lim'ted amount of existing experimental data on masonry
wz1lls and have compared well in most cases.

INTRODUCTION

The dynamic response of structures to
airblast has been studied extensively in the
past. However, most. of the analysis efforts
have been directed toward materials (such as
reinforced concrete) considered to be most
suitable for construction cof blast-resistant
structures and toward structures in a nuclear
airblast environment. Little effort has been
made in the study of the dynamic response of
magsonry walls, especially when subjected to
conventional weapons., Since many existing
structures are of masonry-type construction
and terrorist bombings have become a prevalent
threat, the need to understand and predict the
vulnerability of these structures to
conventional weapons has escalated.

The response of si,.actures to convent.ional
weapons airblast is often very different from
their response o nuclear weapons airblast.
Nuclear airblast durations are generally in
the hundreds of milliseconds range.
Conventional weapons airblast is often muchk
shorter in duraticn and can vary over several
orders of magnitude depending upon weapon size
and range.

The blast pressure distribution on wulls
from nuclear airblast can generally be closely
approximated by assuming a uniform
distribution over the entire wall surface.
However, this is often not the case with
conventional weapons, Not only does the blast
pressure magnitude vary with time, but also
its distribution over the structure's
surface, If a conventional weapon is
detonated at close range to a relitively large
wall, the early-time loading will tend to be
congentrated over a small area of the wall
(see Figure 1a), and a local breaching (snear)
of this area will be the likely failure
mode, If the wall is not breached and if tne
blast wave 1s of long duration, the wave will

“-e o o ‘w"h’yﬂ‘*r ﬂ‘»?’(.\ X >
A R el e
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begin to propagate outward from this area
along the wall's surface as well as undergoing
its normal time-dependent decay (see Figure
1b). When the wave reaches the wall edges, a
refraction wave will be formed and will
propagate back inward toward the center of the
wall causing the reflected pressures to be
relieved, leaving only the dynamic pressure on
the wall surface. As the blast wave begins to
clear from the wall surface, the pressures
near the wall edges may possibly be greater
than those nearest the point of detonation
producing a distribution as seen in Figure

1e. Intuitively, it can be seen that as the
Wweapon and/or range becomes larger with
respect to the wall, vthe blast loading will
become increasingly more uniform, and the
above phenomena will become less prevalent,

In an attempt to predict the response of
masonry walls £o any size of conventional
weapon, an existing computer code has been
modified. The original code, named ARCHING,
was developed by C. K. Wiehle and J. L.
Buckholt [1] at the Stanford Research
Inst.itute %o predicr the response of
nonreinforced masonry walls to airblast from
nuclear weapons,

COMPUTER CODE

In the code, wall response is calculated
through use of a single-degree-of-freedom
(SDOF) analysis. The walls are assumed to
rotate about their supports as two rigid
bodies (see Figure 2). Resistance of the wall
to lateral loads is assumed to be provided
entirely from in-plane compressive forces
caused by an arching effect at the wall's
supports as demonstrated in Figure 3. Any
wall resistance due to tensile srrength of the
mortar or bricks is assumed to be negligible
compared Lo the resistance due to arc¢aing and
is thus re~glected. A typical resistance
function as used in the code is shown in
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Figure Y4, The maximum resistance is taken to
be the point at which the mortar between the

masonry units (mortar assumed to be weaker in
compression than the masonry units) begins to
erush,

The failure criteria used in the code is
wall instability. Instability is assumed to
occur when the wall deflection becomes large
enough to cause the moment arm between the
wall and its supports to go to zero resulting
in zero resisting moment and thus collapse.
For a linearized elastic-plastic stress-strain
assumption, instability will first occur at a
deflection equal to the thickness of the wall,

The code is applicable to solid brick and
hollow or filled concrete masonry unit (CMU)
walls and can be used for response
calculations of both one~ and two-way action
walls, It can be used to pradict the response
of a given wall to the airblast from a
specified weapon yield, to solve for the
incipient collapse pressure of a wall
associated with a specified weapon yield,
and/or to vary particular wall properties and
compute the probahbilistic inciplient collapse
overpressure for a given size wall [1].

COMPUTER-CODE MODIFICATIONS

Numerous minor modifications to ..+
existing code were necessary in order to adopt
it to conventional weapons analysis. However,
only the three major changes associated with
the previously mentioned conventional weapons
phenomena will bhe discussed herein.

The integration time step sizes used in
the SDOF analysis routine of the original code
were the same regardless of weapon size and
duration, This was not adequate for
conventional weapons applications. Therefore,
the time step sizes used for each particular
analysis were made to be functions of the
given weapon size, positive phase duration of
the blast wave, and the current time with
respect to the positive phase duration., Much
smaller time steps are taken at early times in
the computation when the pressure is
decreasing very rapidly, and the ‘ime steps
are increased in size as the computation

continues and the pressure changes become less
abrupt.

Since an assumption of a uniferm wall

loading (as in the original code) would be
5 overly conservative in many cases with small
conventional weapons, a subroutine TFORCE was
added to the code to address the previously
discussed nonuniform loading problem., In this
routine, a cubic pressure distribution 72, 3]
i3 assumed and is lefined by the following
equation (see Figure 5):

2y3
P(t,r) = P(8) ()
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where
P(t,r) = pressure on wall at a
distance r from weapon
P,(t) = pressure on wall nearest weapon
D = perpendicuiar distance from
weapon to wall
r -

slant distance from weapon

With this type of loading distribution, the
loading on a given wall will approach uniform
loading as the weapon range gets larger and/or
the weapon size gets larger relative to the
wall dimensions. Thus, the cubic equation
automatically takes care of both localized and
nonlocalized loading cases. The cubic
distribution is assumed to occur immediately
upon arrival of the blast wave and to remain
in this form throughout the blast wave
duration, Its magnitude is solely dependent
upon the exponentially decaying pressure at
the center of the wall, Fulure work in this
area should be directed toward better defining
and modeling the time-dependent variation of
pressure distribution on walls,

The total force produced by this assumed
pressure distribution is determined by
integrating the volume under the portion of
the distribution that covers the wall., The
totzl force is defined by the following
integral (see Figure 6):

H
F(t) = 2H+[2 p(r)ar

where

H = total height of the wall

P(r) = pressure defined by the previous
equation

r< = 0,5 « wall width

The total force is then divided by the
wa.l arez in order to obtain a uniform
pressure distribution, A uniform distribution
is necessary for the code's existing SDOF
analysis routine which uses load~mass factors
developed for uniformly lvaued beams, A
subroutine is presently being added that will
provide load-mass factors based on the cubie

load distribution and the assumed deflected
shape.

In order to check for the occurrence of a
localized breaching of the wall, a subroutine
SHEAR was added to the ARCHING code. Since
very little information or data ;3 available
on the possible localized response mode of
masonry walls, a very basic, conservative
approach was necessary for a "first cut" at
this type of analysis, Further refinement and
improvement will be made to the analysis as
more is learned in this area.
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In this analysis, local breaching or shear
failure is assumed to be initiated if the
total applied force acting over a specific
area at the time of arrival of the blast wave
(cubiely distributed also) is greater than the
total shear resistance of the mortar around
the perimeter of that area (see Figure 7).
This type of failure i3 assumed to occur very
early in the response of the wall and to be
caused by excessive material strains during
the first propagation of the stress wave
through the wall. If these initial stresses
are greater than the allovable shear stress of
the mortar (mortar assumed to be the "weak
link"), shear tailure is assumed to initiate.

At present, there is no available data on
which to base any assumptions for the actual
area over whicn shear failure for a given set
of loading and wall parameters can be
expected. Until further information is
obtained, a shear diameter equal to 1.3 times
the charge distance from wal: has been
assumed. This factor comes from TM 5~855-1
[2] where the figure is recoamended for
determining the area over which to apply load
for close~in detonations. The total force
acting over the specified area is determined
by integration of that portion of the load
distribution which is applied over that area
(Figure 7). The integral for the total force
is defined a folliows:

R
F, = 2xf reP(t)edr
wher e
R = specified radius of shear area
The total resisting shear force is defined as:
Rt - ZnRtou
where

t = wall thickness
¢ = ultimate shear stress

The actual movement of the sheared-out section
is not calculated, only the "inttiation" of
ahearing. However, as more information is
obtained, this would be a useful addition to
the code.

As stated previously, many possible
variables affecting the iocalized ,esponse of
masonry walls are still unknown or had to be
neglected in the present analysis due %o lack
of information on their effects., A major
factor affecting this type of response i{s felt
to be the increased shear resistance of the
wall materials provided by in-plane arching
forces developed wi“hin the wall panel and by
increased material strengths due to the
dynamic effects,

RESULTS

Maximum response calculations obtained
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from the revised code have been compared to a
limited amount of experimental data on masonry
wall response to conventional weapons. Table
1 shows a comparison between the actual and
predicted response for four tests conducted by
the Swedish National Defense Research
Institute [4], }wo tests by researchers in the
United Kingdom, and four tests by WES.®

These results indicate that the code works
well for predicting the response of walls
which respond in & purely flexural mode, but
that the predictions for shear failure were
far too conservative,

Calculations u3ing the code indicated that
shear would just begin to initiate in the 30~
em~thick (12-in.) 30lid brick wall (WES test)
with 6.2 kg (13.7 1lbs) of TNT at a range of 56
cm (22 in,). However, no cracking in the
expected shear area could be found, The
charge weight way then doubled to 12.4 kg
(27.4% 1) and sti)1 no indication of shearing
could be found, In fact, little crackin:
other than minor vertical cracks at tae wall
edges were evident after either te.c. The
actual and predicted flexural responses,
neglecting shear, compare very closely for
these walls,

CONCLUSIONS AND RECOMMENDATIONS

The revised ARCHING code appears to give
good results for predicting the response of
masonry walls when only a flexural mode is
considered., However, as expected, much
improvement is needed in the s..ar response
analysis, At present, the shear analysis
provides results that are far too
conservative,

Basically, more research and
experimentation is needed in all aspects of
aynamic masonry wall response, Some primary
areas of interest are the arching effect on
masonry walls, the nonuniform time-dependent
loading produced by small conventionai weapons
and the effects of this on the structural
response, material strength and masonry bond
pattern effects, and fragmentation effect on
the structural response and failure mode,
Also, the present. code is not applicable to
cavity-type masonry or reinforced masonry
walls, Since these are very commoi. types of
construction, work should be perforned to
adapt the code to these types of walls.
Pending these improvements, the present code
should provide a means of obtaining a 1airly
reliavle and conservative estimate of
structural vulnerablility to conventional
weapons,

*Personal Communication, Mike Hedges, Property
Services Agency, United Kingdom, 1986.

*Unpublished Data, David Coltharp, U.S. Army
Engineer Waterways Experiuent Statlon,
Vicksburg, Mississippi, June 1986.
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Table 1. Actual Versus Predicted Results

Equivalent
TNT Maximum Deflection
Welight Range mm (in.)
Wall Description kg (1b) m (ft) Predicted Measured
25.4 em (10 in.) thick Swedish, 8.4 (18.5; 5.0 (16.4) 13 (0.5) 13 (0.5)
solid yellow brick; 2.1 m x
1.2 m; one-way arching
Same as above 48.1 (106) 6.6 (21.7) 30 (1.2) 48 (1.9)
25.4 em (10 in.) thick Swedish, 8.4 (18.5) 5.0 (16.4) 13 (0.5) 10 7°.4)
solid red brick; 2.1 m x 1.2 m;
one-way arching
Same as above 48,1 (106) 6.6 (21.7) 36 (1.4) 53 (2.1)
23 cm (9 in.) thick U.K., solicd  27.2 (60) 6.0 (19.7) 41 (1.6) 38~Porm, (1.5) RiY
brick; 2.6 m x 2.7 m; Gap : E~$:#
at top of wall &:‘&x
PrN
Same as above 27.2 (60) 9.0 (29.5) 15 (0.6) 3~-rebound {.1) §§.€}
10 cm (4 in.) thick U.K., solid 27.2 (60) 10.0 (32.8) Collapse Collapse
brick; 2.6 m x 2.7 m; two~ -
way arching !L; A
i3y
30.5 em (12 in,) thick WES, 3.1 (6.9) 0.9 (2.9) Shear fail. No shear Q6§§§
solid brick; 3 m x 3.7 m; 9 (0.4)-flex. 8 (v.3) in flex. I,
two-way arching M‘
R
Same as above 6.2 (13.7) 0.9 (2.9) Shear fail, No shear = :1
15 (0.6)-flex. 17 (0.65) in flex f“&g?
) P
Same as above 12.4 (27.4) 0.9 (2.9) Shear fail, No shear &’\ﬁ
21 (0.85)-flex. 51 (2.0)-flex. BN
20.3 cm (8 in.) thick WES, 68.0 (15C) 12,9 (42.4) 23 (0.9) 53 (2.1) Tl
solid ".ick; 2.7 m x 4.9 m; F){L
two-way arching
oA
Same .s above 6.2 (13.7) 0.9 (2.9) % (1.0) 57 (2.3) ANS
gy
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Assumed deflection mode of
ncarcinforced masonry walli

Figure 2.
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Retarded Potential Technique Applied
Doubly Symmetric Submerged Structures

W. W. Webbon
Martin Marietta Baltimore Aerospace
Baltimore, Maryland

for Shock Wave Loading of

M. Tamm
Naval Research Laboratory
Washington, D. C.

A three-dimensional application of the Kirchhoff retarded poten-
tial integral equation referred tc as the Retarded Potential Technique
is combined with the finite element structural analysis program AD-
INA. The combined method is used to predict the transient response
of an elastic spherical shell immersed in fluid to an incident plane step
pressure pulse, Predictions compare well with known series solutions
for the response although divergence of the predicted responses occurs
at later times. The method may be applied directly for non-spherical
doubly symmetric structures with a continuous fluid-structure inter-

face modeled with ADINA shell rinite elements.

NOMENCLATURE &

structure inner directed normal acceleration

J index of the observation point (zone) at
a midsurface spherical shell radius which the pressure is calculated
F vector from coordinate origin to k index of the field point (zone) for the
observation point nuraerical integration for pJ*
t observation time Tiu geometric coefficient defined by equation (4)
to t— _lcg , retarded time Qiu gFometric coefficient defined by equation (5)
o (2,9, 2,t5), vector from coordinate tu =4 time retardation corresponding
origin to integration point to Rju
R = | ~ 7o|, magnitude of ve.tor from Riu distance from zone j to subzone kl
integration point to obse.vation point nin largest integer in g‘:—'
e velocity of sound Y 48— nju, fractional part of
p(F,t)  tdal pressure time retardation
e = %{, time derivative of pressure c, numerical differentiation coefficient q
p prescribed incident pressure pulse Al influence coefficient relating the acceleration
p*  radiated pressure due to non-rigid body at zone k at time (m — i)r to the pressure
p* scattered pressure of rigid body at zone j at time mr
Po magnitude of step pressure B, influence coefficient relating the pressure
S surface of the body at zene k at time (m - £)7 to the pressure
iy unit normal on S into the body at zone j at time mr
Rp,;  maximum distance between two (z,y.2) cartesian coordinates with origin at center
points on § of sphere
tmaz = 5"“, maximuxfl retard.ed time 9 polar angle measured from z-axis
K n:;mber of zones into which S is divided 6:(8,t) z-directed deflection of sphere surface
fx k'" zone of § 6,(0,t) z-directed velocity of sphere surface
i center of S 6 Newmark time integration parameter
¥; observation poiut (the set of 7;'s is the a second Newmark parameter given by
same as the set of }'s) 0.25(6 + 0.50)?
T time step size
m time step index
p fluid density R F;‘E
i
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INTRODUCTION

The Kirchhoff’s retarded potential integral equation is
appealing as a method for analysis of transient scatter-
ing and radiation from a submerged body because it pro-
vides a solution without inherent approximation. The
equaticn reduces the volume integration over the entire
fluid to an integration over the surface enclosing the body
reducing the numerical computations requited. The com-
putation can be performed in the time domain permit-
ting interface with direct integration structural analysis
codes. Researchers have used exact solutions such as
the retarded potential formulation for rigorous deriva-
tion of fluid-structure approximations such as the Dou-
bly Asymptotic Approximation (DAA) [1,2]. The direct
use of the Retarded Potential Technique (RPT) is inves-
tigated here to determine feasibility and accuracy.

The RPT method to be described was first imple-
mented for scattering from a rigid sphere by K. M.
Mitzner [3] who accurately celculated the scattering from
the sphere due to a Gaussian incident pulse. This ap-
plication was further extended by H. Huang (4] to in-
clude the radiated pressure component from an elastic
sphere. The technique was applied to an axisymmetric
NASTRAN spherical shell finite element model by apply-
ing the series solution for the rigid sphere scattered pres-
sure and calculating the radiated pressure. Calculated
pressures and velocities agreed with the series solutions,
The present study extends this earlier work to solu-
tion of three-dimensional geometry performing rigid scat-
tered and rac.ated pressure calculations concurrently. A
quarter spherical model with double symmetry consist-
ing of 34 shell finite elements is analyzed with a three-
dimensional surface integration for the pressures. Con-
current solution for the structural dynamic response is
accomplished by applying these pressures to the finite
element model.

The ADINA [5] program is used and axisymmetric sur-
faces defined by the three-dimensional shell element form
the RPT fluid-structure interface. The method is im-
plemented in such a manner that non-spherical doubly
symmetric surfaces may also be studied. The method, in
principle, can be extended to fully three-dimensional ge-
ometries. Wave loading is described by specifying an inci-
dent waveform and its direction and location. The struc-
tural model may contain material non-linearities but not
geometric non-linearities. Another task has been im-
provement of stability in the numericai solution. It was
pointed out by Neilson, Lu, and Wang [6] that the numer-
ical technique of Mitzner is most applicable for a pulse
having a continuons envelope such as a Gaussian pulse.
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For a plane acoustic wave with discontinuous front, for
example, a solution will “characteristically start out with
reasonable values but degenerate rapidly into larger and
larger oscillations” [6]. This convergence problem is re-
duced in the case of a plane step wave by utilizing con-
tinuous approximations of the step function.

FORMULATION

A discussion of the contiruous and discrete retarded po-
tential equations may be found in Refs. {3,4]. The equa-
tion: for calculation of surface total pressures [4], p{F't) ,
for a continuous closed surface in an infinite fluid subject
to continuous wave loading is as follows:

_’Lf/ai(?"_"?lds

PlF ) = 26(7 ) =
tor [ [t + 22l L R0

The position vector, 7 , refeis to poinis on the surface
as measured from the coordmate origin. The quantity, to
, i3 an earlier or “retarded” time which is determined for a
specific integration point by subtraction from the current
time, ¢ , at the observation point of the transit time of
sound between the points. The incident pressure, p™ ,
is the surface pressure loading, p , is the fluid density,
@ is the acceleration of the selected surface, fiy is the
inner directed normal unit vector to the surface at an
integration point. The equation is valid for continuous
pressurc waves wilich are solutions to the linear wave
equation.

. 18
Vir=535 (2)

Equation (1) may be shown to be the integral solution
of equation (2) subject to the boundary condition Vp-
fio = ~pi (4]

Application of equation (1) to solve problems involving
structures in a (presumed) infinite fluid requires replace-
ment, in effect, of the fluid within the selected surface by
a structure whose boundary behaves exacily as the fluid
boundary. This application may be described as follows.
It is first noted that the total pressure, p, is the sum of
the incident, scattered and radiated pressures.

p=p™ +p" +p™ ()

For convenience, the sum of the scattered plus incident
pressures are denoted p™# and equation (1) could be split
into two equations for p™f and p™¢ |4}, describing the
problem of scattering of an incident pressure wave from
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a rigid surface and the problem of radiation of pressure
in a fluid due to imposed surface accelerations, respec~
tively. The replacement, in effect, of the fluid inside the
selected surface by a structure can be achieved by reguir-
ing that the impos: i - urface accelerations are the same
as those experienced by a structure in response to the
total pressure. The soluiion consists of the superposition
of these two linear fluid dynamics problems with inter-
med:ate solution of the structural dynamics problem. In
practice these two fluid problems may be solved concur-
rently. Note that there are no restrictions on the surface
deformation although, for this study, the deformation is
assumed to be small.

IMFLEMENTATION

For computation, the fluid dynamics problem defined by
Equation (1) must be discretized and linked to the struc-
tural analysis code. The surface pres~+re field is approx-
imated by subdividing the surface ... K zones of con-
stant pressure coinciding with individual finite element
surfaces. The surface normal acceleration field is also
approximated as constant on the surface of the finite ele-

IR T A T T A T T A L A LA TR A 2R S I N M6 N LI ML ¥ - R P X s
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at the source point as illustrated in Fig. 2. An important
feature of the numerical integration technique is that the
retarded time is allowed to vary over a zone thereby ad-
mitting m  larger zones than could be permitted if a
single ret:  <d time were associated with each zone {3].

For the surface area immediately surrounding the ab-
servation point, a modified calculatin 1aust be used to
compute the source influence, because of the close prox-
imity of the observation . at and the presence of a sin-
gularity at the observation point itself. The surface sur-
rounding the observation point is approximated by an
osculating paraboloid with principal curvatures match-
ing those of the original defined surface and an exact
integral, which takes into account the singularity, is eval-
uated over this surface. The curvatures are numerically
evaluated at the center of each finite element surface.
Further details of the surface integration technique are
elaborated in Ref. [3). The major points of the deriva-
tion are repeated here for continuity.

Each of the K zones are subdivided into L sub-
zones, S;y, small enough that the pressure, pressure time
derivative, and acceleration of equation (1) may be as-
sumed constant. The remaining integrals,

ment for calculation of the pressure. Pressures and accel-

erations are discretized in time to coincide with the time Tiu = ,/ Sut R;u ()

steps of the finite element program. Prior to conducting d

the time history computation of pressures and structural and, P X

response, a matrix of influence coefficients must be calcu- Qg =— [ / 1 9B 2248 (5) ) !

lated that expresses the dependence relations of current S Bjy 87 ) ‘)'

pressures on past pressures and past and present accel- are recognized as geometric coefficients, the latter be- thX

erations. ing negative of the solid angle subtended by S;u at ;. fo
First the time derivative of pressure must be reduced The valve of the retarded time, 1,4, will not in general ::‘:

to a finite difference scheme. A threz point backward be a multiple of mr and may be expressed as 2{'

diffetence formula is used in this implementation (3,4].
Each zone is subdivided into a mesh of subzones so that
the pressure and acceleration can be factored out of the
integral expressions. This subdivision also permits ac-
curate numerical integration of tne geometric influence
factors, as well as accurate determination of the time-
delayed pressures and accelerations from each preceding

tu = (nju + u)7 ninteger,0< 4 <1 (6)

where,py, pix, @x may now be interpolated

1

5 H S,
&,
iy

prlmr ) = (1= )p™ ™ 4 (1)

>
2

2

time step. Fig. 1 illuztrates the finite elements/zones The remaining step is to determine the time derivative o
(large numbered rectasgles) and the subdivision into sub- of the pressure by the standard three point backward h)-
zones. For the purpose of measuring the distance be- difference formula, -’;2
tweer source and observation points and thereby the i
time-retardation, the observativn point is located at the (m=a) S‘::
center of the field zone and the source point is located ZC Py (8) >
at the center of the source subzone element. The source Te=0 }‘:-,
points will not fall at a whole number of time intervals where, @ =2,Co=%,C1=-2,Cy = 3. The discrete b
from the field point, so an interpolation from adjacent retarded potential formulation may now be expressed as o
whole time interv- Is is needed to determine the pressure {4 -
a5
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= +2(pl'nc);n
__er,u[(l i) - (m~ n)+,1m-(m-n-1\]
l"‘ll l.
“—Ezﬂm{(l Tu)lp, """’+ ’“Zc (m-n-q)]
T k=1 l=1
s+ RSy )

q=0

Rearranging terms, the total pressure may be ex-
pressed in terms of two sets of time independent coef-
ficients and the retarded accelerations and pressures.

o= 2 - £ S Al

27 im1izo
o EQB" o (10)
where,
I'= m———“ff’“) +1 (11)
1= %TR""‘) +3 (12)

This rearrangement is carried out in machine compu-
tation. Since the pressures pf* on the R.H.S. are not yet
known, the convergence criteria

min{Rju}iz > o1 (13)
is imposed implying that a disturbance from one zone

cannot affect any other zones in less than one time incre-
ment and therefore,

By;=0forallj £k (14)
Hence equation (10) becomes,

P'-" = +47|'( "M)m/(zﬂ. +B B ) (15)
—p i Th Afoy o9 - Thi Tl Bitil’gm-i)
(2r + DY)

Solution of equation {14) requires simultaneous knowi-
edge of w("' 9 and p{™). The finite element code, how-
ever, calculatw d':;-"* from the total pressure calculated
at step m, pI*. Hence, the accelerations used in the pres-
sure calculations lag one time step behind. Presumably,
7 may be chosen small enough that this discrepancy is

insignificant. The solution algorithm is based on the fol-
lowing steps.
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1. Apply (p*™)? at m =0, time step 1

2. Calculate zone accelerations, &}
(Note & =0)

S m=m+1

4. Calculate 7

5. Apply pJ* to finite element model

6. Calculate zone accelerations, &*** by
averaging nodal accelerations from finite
element solution

7. If maximum time step reached,
atop solution

8. Go to step 3

STRUCTURAL RESPONSE

The finite element structural model which is utilized
in the study consists of 34 finite elements as shown in
Fig. 3. The spherical shell model has mid-surface ra-
dius, @ = 254cm; Young's modulus, 2.0684 x 10''Pg;
thickness, 5.08¢cm; Poisson’s ratic, 0.3, mass density,
7784.5kg/m®. The fluid density and sound velocity are
999.6kg/m® and 1461.2m/s, respectively. A consistent
mass formulation is used in the finite element model.
The incident wave approximation utilized for loading the
model is shown in Fig. 4. This is the Fourier integral
of the step function evaluated from 0 to 1500 hertz in
steps of 1 hertz. Direction of the incident wave travel
is (0,0,—1). Several other functions were tried includ-
ing a linear ramp and a step function smoothed by a
sin? function. The Fourier integral gives the best results
over the entire time interval. ‘The non-dimensional time
increment used in this study is ¢r/a = 0.04.
The displacements of the sphere surface perpendicular
to the direction of tbe incident wave and the velocities
paralle] to the direction of the incident wave are plotted
in Figs. 5 to 7. Dashed curves in these figures indicate
the predicted calculations and the solid curves the known
responses from Ref. [7]. The calculated results agree
very well with the known series solutions. The phase of
the prediction is in good agreement but there appears
to be amplitude decay of the numerical solutions. The
numerical solution is seen to characteristically oscillate
at later times, particularly the velocities. This oscillat-
ing behavior is physically a high frequency ringing which
is superimposed upon the overall structural response. It
is sensitive to the degree of numerical damping imposed
by the numerical integration technique in the structural
finite element model. The values of the Newmark param-
eters, § and a, for the structural response shown in the
figures are 0.75 and 0.39, respectively, corresponding to
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a high degree of numerical damping. Good results were
also obtained for Newmark parameters corresponding to
no structural damping (0.50,0.28) by introducing algo-
rithms to stabilize pressure oscillations. However, the
stabilization also tends to overdatnp the response.

The oscillating behavior of the solution is also af-
fected by the smoothness of start of the incident pres-
sure. Stability is improved by increasing the length of
incident wave occurring before zero. The starting time
for the curves shown is -10.0 although good responses
are also obtained for starting values of -2.0 and -1.0 non-
dimensional times.

The RPT technique applied for the spherical shell ap-
pears to accurately model the fluid-structure interaction
in spite of the relatively coarse finite element model, The
initial inaccuracy in the transverse deflections at 18 de-
grees is due to the incident pressure being applied to all
the nodes of the finite element containing node 1. This
deficiency can be corrected by zoning the surface so that
zone centers correspond with finite element nodes. The
method may also be adjusted by time increment and fre-
quency content of the incident wave to give more accu-
rate responses at either carly or late times for a given
problem.

CONCLUSION

Although noted difficulties have been encountered in this
aprroach; in particular, the oscillatory divergence at
later times, the method has been demonstrated to be
quite effective. It is clear that the next step in the im-
plementation of this technique requires a stability study
of the numerical integration. However the technique
presents the capability to study the structural response of
non-spherical three-dimensional submerged bodies which
can easily be accomplished by removing double symme-
try constraints in the current program. The feasibility
for small test problems is clearly demonstrated. An ad-
. vantage of the technique is that the pressure and acceler-
3 ation coefficients need only be calculated once for a given
surface geometry. Problems may be rerun by retrieving
stored coefficients for a variety of incident wave load-
ing and may include structural changes not affecting the
surface geometry. For larger problems the machine stor-
age requirement for the acceleration and pressure coeffi-
cients as shown by Huang [4] is dominated by the factor
(IK? + K) which can become limiting. For these prob-
lems the number of zones considered can be minimized
by using larger zones in areas remote from the detailed
area of most interest. The RPT can accurately be used

4
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for verification of approximate methods. The technique
may itself be modified for approximate solution perhaps
leading to improved solution accuracy.
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SHOCK TESTING

RIGH-VELOCITY REVERSE BALLISTIC ROCKET SLED TESTING

AT SANDIA NATIONAL LABORATORIES

R. D. M. Tachau
Sandia National Laboratories
Albuquerque, New Mexico

obtaining impact test results.

The design of an {mpact-fuzed wespon is dependent on accurate and
predictable information about its behavior in an {mpact senvironment.
Results from full-scale impact tests are essential in developing and
verifying computer codes which model the crush-up oi tiuse weapons.
This paper discusses the reverse ballistic impact test procedure and
the advantages it offers over mora conventional test methods for
Also described are recont develop-
ments by Sandia National Laboratories in the use of rocket sleds to
push roverse ballistic impact targets fuster than ever before.

INTRODUCTION

The 3,050 meter (10,000 foot) long rocket
sled track at Sandia National Laboratories in
Albuquerque, New Mexico, is a unique test facll-
ity. The track, along with its assortment of
specially designed rocket sleds and laser track-
ing system, is the scene of a wide variety of
tests., Over the course of many years, rocket
sled testing at Sandia National Laboratories has
ranged from nuclear waste transportation contain-
er crash tests to rain and dust erosion tests
for high-velocity reentry vehicles. However,
the most typical sled runs involve parachute

" deployment tests, component acceleration tests
and impact tests.

Parachute deployment tests are essential in
the development of air-delivered weapons or
submunitions. For this type of test the unit is
positioned on a rocket sled that ejects the test
item vertically whon the sled reaches a pre-
scribed forward velocity. An onboard timer
deploys the parachute at or near the test unit's
apogee, From that point on, the trajectory
replicates the free-fall trajectory from an
aircraft bomb rack or munitions dispenser.
Onboard telemetry and a motion picture camera,
as well as ground-based photography and laser
tracking, provide detalled and accurate informa-
tion about the unit’s performance.

The rocket sled facility is also ideally

_suited for testing the operation of components
under high accelerationa. For these tests the
component is attached to a recoverable sled and
run down the track on a predetermined accelera-
tion profile. Onboard systems or telemetry
monitor the performance of the component being
evaluated.
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Impact tests are the third type of test
commonly conducted. These tests can be divided
into two distinccly different groups. The setup
for the first group involves attaching a test
{item to the front of a sled and propelling it
into a fixed target at the end of the track.
This is referred to as a direct Impact test.

The setup for the second group of impact-type
tests involves fixing the test item at the end
of the track, putting a target on a sled ard
then propelling that target into the stationary
test item. This is referred to as a reverse
ballistic impact test. This paper will discuss
recent developments in the use of rocket sleds
for reverse ballistic fmpact testing. The tests
involve the high-velocity impact of reemtry
vehicles by 200 to 300 kilogram (440 to 660
pound) sled-mounted targets,

WEAPON SYSTEM DEVELOPMENT

It is necassary to have some background
knowledge of weapon system development so that
reverse ballistic impact testing can be fully
appreclated. The deaign of an lmpact-fuzed
weapon is dependent on accurate and predictable
information about its behavior in an impact
environment. Computer codes allow analysts to
create detailed simulations of a weapon's crush-
up and fuze timing during impact, but verifica-
tion of these codes requires full-scale testing.
Reverse ballistic testing offers significant
advantages over the more conventional methods of
fleld testing which require dropping or flying
the test unit into a stationary ground target.

While the quantity and frequency of data
that can be collected from a conventional test
is limited by onboard telemetry systems, the
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reverse ballistic procedure makes it possible to
record large quantities of high-resolution test
data via hardwire instrumentation. Reverse
ballistic testing also allows precise control of
target derinition and impact geometry, informa-
tion that is essential for computer modeling.
The capability of identifying the preclse impact
point, before the test, makes it possible to
include high-speed photography and flash x-rays
as part of the reverse ballistic test diagnos-
tics. In regard to the testing of reentry vehi-
cles, another important advautage of a reverse
ballistic rocket sled test is its relatively low
cost compared to that of a missile flight test.

Results from high-velocity impact tests are
essential in developing and verifying computer
codes which model the crush-up of reentry vehi-
cles. Reverse ballistic rocket sled testing
provides one of the most practical means of
collecting high-velocity, full-scale, crush-up
data.

REVERSE BALLISTIC IMPACT TESTING AT
SANDIA NATIONAL LABORATORIES

The Track and Cables Division at Sandia
National Laboratories has conducted reverse
ballistic rocket sled impact tests with target
payloads ranging in weight from a few hundred to
nearly 18,000 kilograms (500 to 39,600 pounds)
at velocities from 100 to 1,844 m/s (330 to
6,050 ft/s). Naturally, for a given amount of
propulsion, the relationship between payload
weight and achievable velocity are inversely
proportional. Until a few years ago, the
velocity and weight requirements for most®: test
scenarios could be met with available propulsion
on the existing 1,525 meter (5,000 foot) long
track facility. However, the trend for test
requirements has been toward heavier targets and
higher velocities. Tests with target payload
weights of 200 to 300 kilograms (440 to 660
pounds) at impact velocities of 3,050 m/s
(10,000 ft/s) have been suggested.

In October 1984 the existing technology at
Sandia National Laboratories reached a practical
upper limit when a 200 kilogram (440 pound)
target was impacted into a reentry vehicle at
about 1,500 m/s (4,920 ft/s). This was achieved
with a two-stage sled propelled over the 1,525
meters (5,000 feet) of available track by 15
Zuni and ¢ Javelin rocket motors. To achieve
the test parameters for current reentry vehicle
evaluation programs, Sandia National Laborato-
ries has undertaken a develcpment program which
consists of facility upgrading, the acquisition
of high-thrust, short-burn-time rocket motors
and the development of new sled and testing
technologies.

Even before the October 1984 sled test, the
subjects of facility upgrading and the need for
more potent propulsion had already been
addressed. In the summer of 1984 ground was
broken for the construction of a 1,525 meter
(5,000 foot) long extension te the existing sled
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track. The search for a rocket motor with about
2,200,000 newton-seconds (500,000 pound-seconds)
of impulse led to negotiations with the Army for
acquisition of mothballed Sprint missiles. The
Sprint missile propulsion and control assemblies
had been in storage since deactivation of the
Safeguard Anti-Ballistic Missile system. With
its impulse of 4,400,000 newton-seconds
(1,000,000 pound-seconis) and 1.65 second burn
time, the Sprint first stage rocket motor
offered an extremely cost-effective solution to
the problem of adequate rocket sled propulsion.
With the construction of the track extensior
underway and successful acquisition of the
Sprint rocket motors, attention focused on
development of a new sled.

THE FIRST SPRINT-POWERED REVERSE BALLISTIC
IMPACT TEST

In early 1984, reverse ballistic impact
test requirements for the Mk 21 reentry vehicle
established the following performance and sled
design parameters:

1. Minimum impact velocity: 1,830 m/s
(6,000 ft/s)

2. Impact surface: elevated 20 degrees
from horizontal

3. Target material: concrete

A new sled was to be built incorporating these
design parameters and the newly acquired Sprint
propulsion.

It was decided that the Sprint first stage
rocket motor would be used as an integral part
of the sled structure. Also, for aerodynamic
and safety considerations, it was determined
that the moter, with its 4 degree cone angle,
should be positioned so that the axis of the
cone would be inclined downward 4 degrees from
the horizontal, thus making the lower surface of
the motor parallel to the track structure.

The design of the forward payload section
of the sled evolved into a modified horizontal
cylinder with a 0.88 meter (34.6 inch) diameter
to match the forward end of the rocket motor.
The shape of the cylinder was modified to reduce
aerodynamic drag by cutting the cylinder to form
a vertical wedge with a 30 degree half-angle.
The upper surface was cut to form the 20 degree
impact surface. A drawing of the sled is shown
in Figure 1.

The internal structure of the welded steel
payload section created a cavity to support and
contain a 235 kilogram (520 pound) cast-in-place
concrete target and provided support to minimize
aerodynamic-induced deflection of the steel
plates forming the vertical wedge surfaces. The
struts which attach the front of the sled to the
rails were also integrated into the payload
structure.
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Finally, provisions were made to house the
components of a l4-channel telemetry package.
The package contained 4 strain gages, 3 acceler-
ometers and 7 pressure transducers and was
included to provide diagnostic data on the
sled’s performance. Fabrication of the sled was
completed in March of 1985. While preliminary
testing of the sled was being conducted, setup
and instrumentation of the Mk 21 reentry vehicle
were nearing completion.

On April 13, 1985, the reverse ballistic
impact test was conducted. The Sprint-powered
sled covered 1,503 meters (4,930 feet) in 1.55
seconds and impacted the test unit at 1,844 m/s
(6,050 ft/s). The test yleided outstanding
results and preparations began immediately for
the next test which was desiginated HST-1.

THE ..oT-1 REVERSE BALLISTIC IMPACT TEST

The test parameters for HST-1 increased the
impact velocity to 2,560 m/s (8,400 ft/s). The
impact angle remained at 20 degrees from the
horizontal so the externel configuration of the
payload structure was not changed. Internal
modifications were made to create a cavity for a
slightly larger concrete target.

Preliminary analysis for sled velocities
over 1,700 m/s (5,580 ft/s) indicated that, in
addition to severe vibrations, the sled would be
subjected to significant aerodynamic loading and
heating. In fact, the stagnation temperature on
the leading edges of the sled would exceed the
melting point of steel. Using a technique first
employed at the Holloman Air Force Base rocket
sled track, a system was to be developed which
would enclose a portion of the track’s length in
a helium environment. With the reduced atmo-
spheric density created by the helium, the
effective Mach number of the sled would be
greatly reduced, thereby reducing aerodynamic
loads and heating.

To achieve the desired impact velocity the
sled run would require 3,040 meters (9,970 feet)
of track. The setup called for initially
pushing the Sprint-powered reverse ballistic
target sied with an additional Sprint first
stage rocket motor. A drawing of the two-stage
sled is shown in Figure 2. After pusher burnout
the sled velocity would be 820 m/s (2,700 ft/s)
at which time the target sled rocket motor would
ignite and accelerate the sled to impact. The
final 1,480 meters (4,850 feet) of the track
were to be enveloped in a helium environment.
ke sled would enter the helium at 1,620 m/s
(5,320 ft/s), accelerate and impact the instru-
mented test unit at 2,560 m/s (8,400 ft/s). The
profile of the sled run is shown in Figure 3.

The track extension was completed in August
1985 while sled fabrication and development of
the polyethylene sheet helium bag continued.
For crosswind stability, the final bag configu-
ratioa was semicircular in cross section with a
4.9 meter (16 foot) base. After preliminary

102

AIBUNMASNE RAVARMRBMFAMNEMLUMRM MW AMRETVHMNIE A TMTY TR LS R TN L

helium bag and sled testing were complete, HST-1
was set for February 1986.

On the morning of February 15, 1986, the
Mk 21 test unit was in place at the south end of
the track. 3,040 meters (9,970 feet) to the
north the two-stage sled was being readied for
launch and the polyethylene bag was inflated
with helium. Resembling a 1.5 kilometer (4,850
foot) long Quonset hut, the bag was purged to
achieve a helium purity of Y4 percent. With all
systems "go" the two-stage 6,050 kilogram
(13,360 pound) sled was launched.

Ignition, staging and bag entry occurred as
planned, but after traveling 425 meters (1,400
Zeet) Iinto the helium the rocket motor deto-
nated. The sled velocity at the time of the
explosion was determined to be 2,010 m/s (6,600
ft/s). Fortunately, the Mk 21 reentry vehicle
at the impact end of the track was untouched by
the sled debris and was recovered for future
testing.

CONCLUSION

A thorough investigation of the incident
did not lead to a conclusive explanation of what
caused the rocket motor to explode. However, a
long-recognized but little understood phenome-
non, known as rail gouging, is thought to have
been the major contributing factor. Rail
geuging can be described as the localized
scarring of the rail resulting from intermittent
centact between the high-velocity sled shoe and
the stationary rail. Experience has shown that
the onset of gouging occurs as sleds accelerate
through velocities of about 1,525 m/s (5,000
ft/s). Other contributing factors may have been
structural loading of the sled and vibrational
inputs from the sled/rail interface.

As a result of these findings research has
intensified and is currently underway to develop
and evaluate new sled shoe designs and mater-
lals. The sled structure is being modified to
transfer loads away from critical motorcase
Joints and a new vibration damping mechanism is
being substituted for the previous rigid sled-
to-shoe connection. High-velocity reverse bal-
listic rocket sled impact testing will resume
this fall with two scheduled rocket sled tests.

Pushing the reverse ballistic rocket sled
technology forward to achieve higher velocity
impacts with heavier targets is proving to be a
very challenging task. Despite the difficul-
ties, reverse ballistic rocket sleds still offer
one of the most practical means of conducting an
impact test under precisely controlled condi-
tions. The large quantities of high-resolution
data obtained from these tests are instrumental
in the evaluation and development of fuze and
reentry vehicle design.
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MECHANICAL IMPACT:
THEORETICAL SIMULATION
AND OORRELATION

G. L. Ferguson:l
Sandia National Laboratories
Albuquerque, New Mexico

L. C, Mixon and F, W. Shearer
6585 Test Sroup/Test Track
Holloman Air Force Base, New Mexico

shock, This paper

The response of structura) systems subjected to dynamic impact
conditions has long been of concern to the system designers. More
designers are faced with the response problem as mechapical impac™
testing becomes a more prevalent method of simulating pyrotechnic
discusses the development that led to a sinple one-
dimensional impact code for up to five colliding bodies. The results
of the theoretical model were correlated with measured data taken on
three and six percent scale models of a rocket sled system for impac-.
duration, maxirum acceleration during impact, and departing velocity.

1.0 INTRCDUCTION

The drawback to simulating pyrotechnic
ghock by mechanical impact is in the adequate
definition of the parameters describing the
impact; i.e., impacting velocity, projectile
size, and/or buffering material(s) used to
obtain the desired shock profile.
Traditionally, this has been resolved by a
sequence of trial and error impacts until the
right combination has been achieved. This
technique does not lend itself to changing
system parameters in a time or cost effesctive
manner.

A development effort conducted by the
Holloman Air Force Base Bigh Speed Test Track
was to simulate a pyrotechnic shock on a
hardened missile silo to determine the response
and structural stability of the missile

jon system. The pyrotechnic shock was
simulated by impacting a large mass and
accelerating it to predetermined velocities
within given time and displacement constraints.
Each proposed suspension system required
separate masses, impact velocities, and
displacements to approximate the appropriite
shock response. The number of varying system
parameters necessitated a numeric approach to
defining the trajectory of the *impacted", or

1 formexly of 6585 Test Group/Test Track
folloman Air Force Base, New Mexico

payload, body. Further constraints required
that the "impacting”, or hammer, body (bodies)
only make contact once. Therefore, it is
necessary to track all bodies during their
trajectories,

Section 2 briefly presents the theory used
to develop the equations of motion of a one-
dimensional, general n-body system under impact.
The third section deals with the correlation of
theoretical and measured data for scaled model
impacts. The final section descrihes the
application of this technique to full scale
testing.

2.0 IMPACT THECRY
2.1 ERATIONS OF MOTION

When considering a general n~body
(Figure 1), the equation of motion for mass; of

/
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that system of bodies can be given as:
(1] [3 . * »
MiXAC, (X=X, ) =Cypy Ky g4 (X)X )=
Ripy Kyg%y)=Fy (1)

It is assumed that the mass, damping, and
stiffness terms describing the motion are known,
and are time invariant. PFurthermore, the
displacement X, its derivatives, and the forcing
function are considered time dependent
relations. Based on these assumptions, equation
1 can be integrated in the time domain to
generate the displacement history of each body.
One of the most easily applied methods of
approximating time integration is the method of
finite differences. A three-point central
finite difference would yield the following
acceleration and velocity relations:

se 2
Xj 6= 8y g = 2y ¢ + Xy pg)/0E

and (2)

X0 = By e~ Xy )/

vhere the subscript t+l and t-1 indicate plus or
minus one time step, At, respectively.

Substituting these definitions for
acceleration a:.d velocity into equation 1, and
rearranging allows the displacement quantities
at the next time step to be expressed in terms
of present and past displacements. This is
given by:

M +C+ ¥ " S, e T
82 ot 24t
Cip¥in,ee1 = Fie+ @ K-
2t at?
A T R RS RS RS
24t At2 pIN A
Ciaa¥in,e-1 F Ki¥i,e t R
2t

Ri) ¥y, *

(3)

Equation 3 can be used to establish the
equation of motion at each point of the body.
These equations can be solved simultaneously to
give the nodal locations at the next instant of
time. Iteration on this concept allows the
time-history response of the n-body system to be
determined analytically, provided that all
initial conditions and the forcing function are
known.

2,2 DERIVATION OF IMPACY FORCES

The general derivation of the equations of
motion just described assumed the forcing
function was well defined in its time
dependence. However, if highly transient
forces, such as impact forces, excite the
system, it becomes quite difficult to
characterize these as a function of time. This
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section will deal with one method of defining a
force transient and its effect o the system,

Wu [1] presented two methods of describing
the dynamic imr~ct behavior of colliding
collinear cylinders. The two methods were the
collision force method and the collision induced
velocity method. The collision velocity
procedure tries to conserve enerqy and momentum
throughout the collision.

The colliszion force method assumes the
force due to an impact over a small time
interval is directly related to the displacement
undergone by the contact area within that time
interval. The problem is further simplified to
an equivalent static force by assuming that the
impacted surface can be described by an
equivalent spring stiffness that relates a
"local indentation rigidity“ to the "local

indentation®. Expressed mathematically, this
is:

Fy (4)

where 5 represents the relative indentation at
the cefter of the impact area, The powera is
added to relate geometry and material
properties. Wu stated that it had been shown
for normal elastic behavior, « is one, and it
had been determined empirically that for
Hertzian contact, « is 1.5. The problem at hand
is not Hertzian, therefore, awill be given the
value of unity. Figqure 2 shows the associated
qualitative behavior of a system operating under
these assumptions.
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The equations as derived assume only
elastic behavior, hence there is no enerqy
dissipated throughvut the contact period, except
for the included damping ter.s. Noting this,
equation 3 lets an n-body system, where each
body has been discretized into M, elastic
members, be analyzed for total body reBponse to
an impact. It also allows for determining the
internal member reactions to the impact, or
transient, force input., This latter feature is
extremely important for defining a transient
forcing function that can be used ir. a transient
dynamic response analysie to be pertormed on the
system,
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2,3 DEFINITION OF IMPXT

The derivation of the equations of motion
have been based on impact having already
started., This need not be the general
situation. The development can be handled such
that initial conditions can be defined so that
collision has not yet occurred. This requires a
definition for impact. The impact event is
defined to start at that instant in time when
two or more distinct bodies first come into
contact with each other. Similarly, the impact
ceaset when these bodies are no longer touching.
This means that prior to and after contact, the
general equations of motion derived in Section
2.1 apply. During the time of contact the
specialized equations of Section 2.2 apply;
however, only for the bodies in contact.

Consgider Pigure 3 to alliow for the
conditions of contact to be defined, where K
and C represents the internal elasé‘ié
struct{ﬁ:il parameters and N is the node
number associated with the ﬁﬂﬁbing of masses
within the body. The first subscript i refers
to the sled, or body, of interest, and the
second subscript j represents the location
within the body where the elastic element
resides. The spring/damper assemblies shown
outside of the bodies represent the impact
stiffness characteristics for each body.

It is apparent from the figure that contact
occurs the instant is equal to zero and is
maintained as long D?l is less than or equal
to zero, Similarly, o Z becomes larger
than zero, the impact stops. t is inherent in
the argument that contact will never occur
unless V, is greater that V. 3o OF g%. can never

gd ?fine
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3.0 PHYSICAL OORRELATION

It is apparent from the discussion in
Section 2 that the success of theoretically
predicting the time histories of the collision
are entirely dependent on the definition of the
localized indentation rigidity term, K,. The
plan for physically verifying the r code
was to perform several controlled impacts and
empirically determine the impact stiffness.
Once this term had been evaluated, it would be
possible to predict future impacts occurring
under the same cuntact conditions, The control
experiment planned consisted of impacting a
hammer mass into an identical payload mass
(i.e., a two body system), and again through a
transfer mass into the payload mass (i.e., &
three body system). These are shown
schematically in Pigures 4a and 4b,

respectively.
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TWO BODY SYSTEM
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HAMMER TRANSFER PAYLOAD
|| L Ul dd U

THREE BODY SYSTEM

be reduc Therefore, Di is d, in
general, as: FIGURE b
Dij = xj,l - xi,n (5)
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The developmental program was designed in
three phases as follows:

a) Miniature sled systems: Monorail sleds
weighing 56.7 kG (125 pounds).

b) Upscale sled systems: Inexpensive narrow
gage sleds weighing 158.3 kG (350 pounds).

c) Full scale systems: Large expensive narrow
gage sleds weighing 2268 to 3085 kG (5000 to
6800 pounds) .

3.1 MINIATURE SLFD SYSTEMS

A series of experimental data runs were
accomplished at varying impact velocities under
the control setup discussed. The preliminary
data measurement method congisted of shock
accelerometers mounted near the front end of the
payload sled. The accelerometers were either
directly mounted through a stud, epoxied, or
mechanically attached to an intermediate block-
usually phenolic, Secondary data measurement
was performed by a velocity harp. A velocity
harp is a device consisting of break wires set
at predetermined distances apart, and as a knife
cuts the wires, a time history is recorded.
Finally high speed cameras recorded the
collision at the contacting puints.

One of the more successful miniature sled
systems run was the only test where excess
steel-on-steel contact was not exhibited in the
accelerometer data. This impact was shaped with
a material having the trade name Fabreeka. This
is shown schematically in Figure 5.
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FABREEKA CONFIGURATION
FIGURE 5

Figure 6 shows the accelerometer trace for
the A-18 run, and was filtered at a 4 kilohertz
rate,

The envelope marked pulse time in Figure 6
is the actual time spent during the impact, and
is two milliseconds in duration. The first
spike is thought to be the start of the Fabreeka
collapse, The large spike near the end of the
contact window is the total collapse of the pad
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and steel-on-steel contact resulting. Each of
the spikes in the pulse envelope are occurring
at a frequency of approximately 3300 hertz.
After the conclusion of the impact, the
acceleration pulses are occurring at about 3700
hertz, the longitudinal natural frequency of the
gled, Table I summarizes the payload sled
frequency content. The maximum acceleration
level measured was 3650 G's using a 4 kilohertz
filter, or 2400 G's using a 2 khz filter,

TABLE I: A-SERIES LONGITUDINAL PAYLOAD FREQUENCY

SOURCE  CONFIGURATION  INTERFACE  FREQUENCY

A-10 3 SLEDS STEEL 3,000 Hz.*
A17 2 SLEDS FABREEKA 3,750 Hz.+
A-18 2 SLEDS FABREEKA 3,750 Hz.+
A-19 2 SLEDS FABREEKA 3,670 Hz.+
DISTRIBUTED MODEL 3,774 Hz.
FINITE ELEMENT MODEL (NISA) 3,687 Hz.

* Mounted on a Phenolic Block
+ Epoxied to Payload Block

3.1.1 SIMULATION DATA

It became apparent at the outset of the
simulation sequence that modeling technique
would play an important part in the results. It
was decided that the two block system of A-18
could be modeled one of three ways, but which
was best was unknown. The first model method
was to be a three body system with the Fabreeka

DALEOFRNADSNA LK OADRK AN ANRX AN AN SK SN AN N FUAR N LN AN MU R RV N OO OO KA UL LT O O WU A LAy

acting as the transfer block. The second method
was to use a two body similation containing no
padding, but the impact terms were to be those
of the cushioning material. The last method was
to be a two body system with the Fabreeka
modeled as an element in the proper bodies and
the appropriate impact stiffness for the
contacting materials to be used. Figure 7 shows
the three configurations.

Since no criteria existed for defining the
impact stiffness parameter, a series of
simulations were performed to determine the
effect of varying the stiffness. The trend of
these results were for shorter pulse times and
larger acceleration peaks as the effective
stiffness of the system increased. Shown in
Figure 8 are the results of this series of
simulations where the effective inpact stiffness
is plotted as a function of pulse width and peak
G's. As can be seen, there is essentially no
difference in the two or three body caues unt:i&
the effectéve stiffness approaches 5.25 x 10
NM (3 x 10” 1b./in). This effective stiffness
value is when impact tems approach the body
stiffness, which is included in the simulations.

Using Figure s, a simulation of the A-18 run
was attempted. Knowlng the pulse time of 2
milliseconds, A;he effective gtiffness was found
to be 7.01 x 10" N/M (0.4 x10 1bf/i'1) . Setting
the mpac§ term for stgel (model method 1) to be
1.23 x 10° N/M (7 x 10" 1b_/in, or one-half of
the actual body stiffress), the Fabreeka

ACTUAL ’//,-FABREEKA—\\‘
HAMMER V, PAYLOAD
G885k [ . (57.1kg)

L——SO . ch——L-—l—‘l . 76.2cm J

MODEL #1
NODES=6 NODES=6

NODES=6
MODEL #2 K K
‘V\/F\:/\“" "'W\F/\lf
NODES=6 NODES=6
MODEL #3 K K
// F F /
A A 774
NODES=7 NODES=7
THREE MODELING METHODS
FIGURE 7
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stiffness was found to be 158 x 10° N/M (0.9 x
10" 1b_./in). The first modeling technique was
simlated using these values. Results for the
acceleration spike was 250 percent of that
measured, the departing payload block velocity
was 200 percent of actual, and the pulse time
was shorter-1.8 milliseconds versus 2, It is
apparent that the actual system is dissipating
energy the math model does not account for and
secondly, the physical parameters of the body
must be related to the reference bodies if
Figure 8 is to be used for relating pulse width
to impact stiffness.

3.1.2 ENERGY DISSIPATION

Irvestigation of the literature revealed
that Roark [2] had developed an empirical
relationship for kinetic energy loss during
impact. For axial impact, with the payload mass
fixed (Figqure 9), the kinetic energy loss factor
could ke related by the mass ratio of the
- stationary bodies to that of the moving body,

and is expressed in equation 6.

+ M

My,

i+ M M2
M

1+

= (6)
K=

Using this relationship, a departing
velocity envelope was calculated assuming that
the hanmer block velocity after impact ranged
between zero and the payload block departing
velocity. This examination revealed that
sufficient kinetic energy still was not being
removed to represent the Fabreeka crushing.
Using information from the Fabreeka Products
Company [3], an energy loss relationship for the
Fabreeka crushing was derived assuming an
initial crush~up value. Simulations were
performed and the crush-up value was modified
until acceptable acceleration and velocity
levels were attained. The Fabreeka crush-up
value was determined to be one-eighth of the
original thickness instead of one-half as
originally assumed. This resulted in the
Fabreeka energy loss being:

O--+8 Ouax

V>0
- - ~ = 0.02097 Z,(A.t.) (7
L ) = K i i
] - N
HAMHER | TRANSFER | PALOAD |~ where KE is the system kinetic enerqy at time of
(Mn) 1 (MY (M impact, and A; and t, are Fabreeka area and
:_-_T___ P~ thickness, r&ﬂectxve]&
~ Using the modified crush-up relationship,
FIGURE 2 the simulations relating the three modeling
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techniques were redone. In all cases the pulse
times were too short; however, the acceleration
peaks and payload departing velocity were good.
It was found that the best modeling method was
technique three where the Fabreeka was modeled
as an interral body member. Under this
situation, the additional energy loss of
equation 7 was not needed. Model method two was
almost as good; however, the energy loss had to
be adjusted by equation 7.

3.1.3 IMPACT STIFFNESS

The impact stiffness used in the computer
simulation is linear; however, the actual
characteristics of the Fabreeka are non-linear.
A ron-linear study is in process at the present
time and will be reported at a later date. As
previously discussed, the purpose of the
mini-scale and up-scale testing was to provide
scaling for the much larger full scale test. 1In
this context, the use of linear stiffness was
appropriate. Essentially, some effective linear
modulus of elasticity, E, was assumed for
matching down scaled data. Once this effective
linear modulus was established, the same value
was used for scaling up to the 2268 kG to 30tS
kG (5000 to 6800 pound) sied systems. This
approach was successful. The more aesthetical
non-linear approach should allow more reliance
on the static load data and theoretical
predictions without the need for down scale
testing in the future.

From the earlier discussions, Figure 8 can
not be used directly to relate ptlse width to
impact stiffness because of the physical
differences in gecmetry between the simulation
and reference cases. It was hypothesized that
the actual effective stiffness could be modified
by relating the actual system geometry to the
reference system geometry, and Figure 8 could
then be used. Mathematically this relationship
would look like:

Rg = ®

1
Z g4t A+ l‘j .
RI, Ks; kj
where is a reference stiffness relating the
gtiffne8s of the bodies of Figure 8, k. is the

actual physical geometry stiffness bein]; used,
and KL, is the impact stiffness terms.

The physical geometry of the system is easy
to calculate, it is the sum of the reciprocals
of the individual stiffnesses comprising the
system. For longitudinal stiffness, the
individual temms are given by the relationship
of k=AE/L.

After empirically determining KS,, the
appropriate Ki's can be found using Figuié 8 am;
eg-ation 8, Fo% the 2-18 run, K, = 7.01 x 10
N/M (0.4 x 10° 1b./in) and absuming that KI
for steel is 1,23 x110° N/M (7 x 10° 1b_/in),
then KI for Fabreeka can be found., Shown in
Figure 10 is the best modeling technique, using
the modified impact stiffness terms, Examining
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the figure indicates the simulation can be done
relatively well by the two body configuration,
when Fabreeka is used as an internal element and
is denoted by KL=0.495 in the figure.
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FIGURE 10

3.2 UPSCALE SLED SYSTEM

The upscale sled system was comprised of
three sleds, each weighing approximately 158.8
kG (350 pounds). Photographs of this sled
system are shown in Figures 11 and 12, The
first photograph shows the hammer sled in front
of the rocket sled pusher used to attain the
required test velocity. The pusher sled is then
stopped short of the event (impact) track
location.

A schematic of the 158.8 kG (350 pound)
upscale sled svstem in shown in Figure 13,

Although individual test parameters were
varied from test to test, the nominal inside
diameter of tlie containment cylinder was 0.203M
(8 inches), and the outside diameter of the
Fabreeka was 0.187M (7.38 inches), leaving a
nominal radial relief of 0,008M (0.31 inches).
This radial relief will be discussed later. 1In
addition, an inner circular relief hole was
provided. Table I1I summarizes seven of the
upscale tests. Other upscale tests were either
preliminary or used uncontained Fabreeka.
Uncontained Fabreeka was found to be less
repeatable and actually a different failure
mechanism is associated with the uncontained
mitigating material.

Two separate acceleration pulses were
required, i.e., Pulse lA and Pulse 1B. The
first five test listed in Table II were designed
to establish data for the design of 2268 to 3085
kG (5000 to 6800 pound) Pulse 1B tests. The
last two tests, D-15 and D-16, were used to
design the less difficult acceleration pulses
for the same weight range for the Pulse 1A
criteria.
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Essentially, two basic parameters were these two tests will be used as examples for
varied in these series. First, the internal

comparing theoretical and measured data.
Fabreeka relief hole diameter was varied from

0.00 to 0.102 M (0.00 to 4.00 inches), and 3.2,1 SIMILATIONS

secondly, the hammer sled entrance velccity

varied from 56.522 to 90.526 meters per seccnd 3.2.1,1 D-13 TESTS

(192 to 297 feet per second) for the Pulse 1B :
series, The change in the two Pulse 1A tests The theoretical and measured data for the
were radial relief and the hammer entrance D-13 test is given in Figure 14, 2s shown, the
velocities. In the final analysis, D-13 was correlation is quite satisfactory both for

gelected for upsizing to the large sled for amplitude and pulse duration. Note that in the

original D-13 data, a 0.95 millisecond lesser
magnitude pulse preceded the presented data.

Pulse 1B, and D-16 test results were used for
large sled Pulse 1A designs. Consequently,
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TABLE IT SUMMARY OF CONTAINED UPSCALE TESTS

PARAMETER D-8 D11 D-12 D-13 D-14 D-15 D-16
Fabreeka Thickness, cm 13,335 13,487  13.487 13.487  13.487 21.5%0  21.590
in 5.25 5.31 5.31 5.31 5.31 8.50 8,50
Pabreeka 0.D., cm 15,240 18.745  18.745 18.745  18.745  12.700  12.700
in 6.00 7.38 7.38 7.38 7.38 5.00 5.00
i
Fabreeka I.D., cm 5,080 0.000 5.080 10.160 6,350 6.985 6.985
in 2.00 0.00 2.00 4.00 2,50 2,75 2.75
Fabreeka Radial Relief, cm 0,000 0.787 0.787 0.787 0.787 0.483 1.34¢
in 0.00 0,31 0.31 0.31 0.31 0.19 0.33
Fabreeka Area, cmg 162,064 275.483 255,225  194.451 243,806 88.322  88.322
in 25.12 42.70 39.56 30.14 37.79 13.69 13.69
Velocity In, MPS 58,522  85.344  90.526 89.002  82.296  65.837  73.152
FPS 192,00 280,00  297.00 292.00 270,00 216.00  240.00
Velocity Out, MPS 20,726 29,566  31.090 35.357  32.614 24.689  30.785
FPS 68.00 97.00  102.00 116.00  107.00 81.00  101.00
Velocity Out/Velocity In 0,35 0.35 0.34 0.40 0.40 0.38 0.42
3 Kinetic Energy In, M/N 11,765 25,025 26,935 26,035 22,260 18,215 23,720
- Ft/1bs. 171,700 365,200 393,116 379,980 324,880 265,800 346,140
Kinetic Energy Out, M/N 1,575 3,195 3,920 5,070 4,310 2,450 3,845
Ft/lbs 23,000 46,600 57,190 73,970 62,930 35,796 56,080
KE Out/KE In 0.13 0.13 0.15 0.19 0.19 0,13 0.16
Pulse Width, Milliseconds 2.85 1.60 2.30 0,95,3.00 0,95,3.00 2.00,5,20 1,90,4.10
G's Mean Peak 1,430 5,000 1,800 2,100 2,100 625 1,130
Peak Mean Pressure, kPascal 125,620 258,345 111,075 170,095 135,620 111,420 201,465
PSI 18,220 37,470 16,110 24,670 19,670 16,160 29,220

This pulse is associated with the one inch of

the predicted data is vibrating at approximately
Fabreeka placed on the back of the transfer

8,000 hertz. The reason for the difference is

sled. This material acts as a buffer to stop
previously experienced surface-to-surface
deformations between the hammer sled and the
transfer sled. This pulse also provides some
velocity which accounts for the enhanced
velocity out/velocity in ratio shown in Table
II. The computer code was not modified to
include modeling of this aft Fabreeka pad. This
relatively thin pad is extruded radially nearly
immediately as the two flat surfaces meet,
Velocity of the small Fabreeka particles from
this rear buffer pad have been measured at
speeds greater than Mach 1. The down~track
velocity component introduced by this pad is
accounted for by using a smaller energy
disgipation factor, KI.

One peculiarity exists in the comparison of
the upscale sled system predicted and measured
data. As shown in Figure 14, the ringing that
takes place after the acceleration pulse is at
two different frequencies, i.e., the prediction
versus measured data. The measured data is
oscillating at approximately 2,000 hertz, while

the type of model being used in the ccmputer
code. The structural model is lumped masses
connected by linear springs; consequently, the
first mode is the longitudinal frequency.
computer code used to predict the acceleration
is correct. A separate finite element code was
used to predict the first longitudinal mode, and
had a computed result of 8,175 hertz. However,
the first actual mode is not longitudinal
motion, but a bending mode in the yaw plane.
This mode is shown in Figure 15. A simple free
floating beam computaticn yields a frequency of
2,330 hertz, which is close to the measured
2,000 hertz. It is interesting to note this
large difference in frequency did not
significantly affect correlation of data during
the acceleration pulse,

Shown in Figure 15 are the various
locations used to measure accelerations on the
upscale tests., Initially, the Gosn~track
accelerations were measured at the front of the
sled. Then slots were milled in the two sides
and accelerationc measured at these locations,
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Both locations were amplifying positions as the
sled vibrated in yaw bending, After the mode
was discovered, the accelerometers were moved to
milled slots located approximately at the node
points. The vibration levels were reduced
significantly. Both the D-13 and D-16 data are
shown at these new locations.

3.2.1.2 D-16 TESTS

The comparison of theoretical and
experimental data is shown in Figure 16 for this
test. Again, the predicted and measured
accelerxation pulses agree. Just as in the
previous test, the measured pulse shown was
preceeded by a 1,90 millisecond pulse associated
with the Fabreeka pad between the hammer and
transfer sleds. Note the time duration of this
preliminary pulse is longer than D-13 because of
the lower entrance velocity.

32,2.2 ENERGY I06SES

As sbown in Table II, a significant amount
of energy is lost in the impact process. For
the seven tests listed, the kinetic energy out
divided by the kinetic energy in provides ratios
of 0.13 to 0.19. This energy loss results in
permanent deformation of the structures,
velocities imparted to other system elements-
such as the decelerators, and Fabreeka flying
radially from the aft of the transfer sled, and,
of course, Leat, Fire balls were photographed
on at least one test.

The energy loss equation of Roark was
originally programmed into the computer

applied to remove the necessary kinetic enerqy
from the system. A more interesting problem is
in the method of extraction of this enerqy from
the sled system simulations. Initially, the
loss was assumed to be linear during the pulse
duration (in the miniature sled simulations).
The velocity was reduced for each node in each
body over microsecond time intervals. This
approach required the simulation be computed
first without energy dissipation to establish
the pulse width, and then a repeat tion
was run where energy was dissipated to obtain
final acceleration amplitudes and velocity out.

Later in the progran {the upecale series),
the energy loss was assumed to occur as a half
sine wave such that more energy was lost in the
middle of the pulse where the stresses are
highest. Again, a preliminary simulation was
conducted to establish the pulse width and then
the appropriate energy subtracted for each
microsecond during the simuiation. The total
energy loss is the same as in the linear case,
except the method does not introduce
irreguiarities observed in the prior method.
Also, the pulse width is not as critical. This
is the approach used in the upscale teat series
and the full scale tests,

3,3 FULL SCALE TESTS

Results from these and other upecale tests
were used to design two large scale systems.
This order of magnitude scaling was accomplished
by holding the relief area (internal and radial)
ratios constant, holding pressure (g's mean
peak), and use of appropriate hammer sled

simulation. Tater, this equation was dropped entrance velocity. The 2268 kG (5000 pound)
and an energy loss factor, K+ was directly
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sled systems (3 sleds each weighing 5000 pounds)
hae been used to test three candidate suspension
systems to two pulses each to date with good
success, Details from these full scale tests
will be given at a later date when final
analyses has been completed,

3.3,1 STROCIURAL SYSTEM

The basic structural elements of the full
scale tests are:

a) Pusher sled with momentum exchange water
brake

b) Hammer sled

c) Transfer sled with thin Fabreeka buffer on
aft end

d) Payload, or carriage, sled with pulse
shaping Fabreeka

€) Iwo large hydraulic decelerators

f) Two arrestors, either collapsible tubes or
honeycomb aluminum

9) Test suspension system

LA OWAIERSE UMROL UW U W L WX IO WA N u R Na o Nl X d D XMV AN M ANT

j) Payload or carriage sled explosive
Geactivating hold back mechanism

k) Exglosive bolts for hydraulic decelerator.

These systems are shown schematically in
Figure 17, Also, photographs of actual hardware
are shown in Figures 18 through 21,

The test scenario is to first position the
payload sled at a specified track station and
engage the bridle from the two hydraulic
decelerators. The test cable is then used to
pull the payload forward until the hold back
mechanism can be engaged, This hold back is
explosively released at the test event time.
Next, 169kl (2€,000 pounds) of tension is
applied to the test cable using the hydraulic
preload cylinder which simulates the
proportional share of the missile weight
assigned to each suspension cable. The transfer
sled is then aligned behind the payload sled
just in contact. Next, the arrestors are
attached to the transfer sled., The last
structural preparation is substitution of
explosive bolts for safety bolts in the
decelerator(s) load links.

Several thousand feet down track a pusher

sled is positioned behind the hammer sled at a

h) Two large towers to support the test station which w'il provide the required impact

suspension cable velocity of the hammer sled with the transfer
sled,
i) Hydraulic servo controlled preload for test
suspension cable

PULLEY TOWER \
GUIDE TOWER —\ -

- e————— s > — —— s ——

EXPLOSIVE BOLTS
HAMMER SLED-\

L ud —
@ || = “ ] :E —
: . 3
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HYORAULIC BRIDLE -

L

AU IT

- — e = e i s —

" HYDRUALIC
DECELERATORS

TEST CABLE
€ FITTING

PUSHER SLED
TRANSFER SLED

HOLD BACK “—PAYLOAD SLED
EXPLISIVE BOLTS HYDRAUALIC PRELOAD

STRUCTURAL SCHEMATIC CYLINDER
FIGURE 17
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After all safety and aming functions are
complete and a "GO" instrumentation status is
received, the pusher sled rocket motors are
ignited and the pusher sled and hammer sled are
accelerated to some velocity greater than the
required impact velocity. The pusher sled then
separates from the hammer sled and is stopped
short of the test event station using water
momentum exchange braking. Just before the
hammer sled impacts the transfer sled, a
trackside break wire is used to explode the two
hold back bolts and the two decelerator bolts
simultaneously. The required shape pulse is
provided by the mitigating material (Fabreeka)
and the required deceleration g's provided by
the pre-progranmed decelerators. The payload
sled must be stopped in a controlled manner in
4.877M (16 feet). As soon as the acceleration

pulse is achieved, the two arrestors are engaged
on the transfer sled and the transfer sled and
hammer slea brought to a stop in 1.828M (§
feet).
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3.3.2 INSTROMENTATION SYSTEM

The instrumentation system is comprised of
the following elements:

a) Accelerometers
b) Velocity harp

¢) Linear Variable Differential Transformer
{LVDT)

d) Load cells

e) Pressure transducers
£) Load bolts

g) Spot velocity sensors
h) #Photography.
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A description of the instrumentation is as
follows,

a) Accelerometers are mounted on polysulfide
rubber which provides a flat frequency response
to 4500 hertz, Two downtrack accelerometers are
mounted on the carriage sled in milled slots and
two downtrack accelerometers are mounted on the
test fitting. Vertical and cross-track
accelerations were measured during the
developmental phase of the program and found to
be of significantly lesser magnitude thun the
down-track acceleration pulse. The measured
impact acceleration pulses were integrated,
compared to other velccity data, and found to
provide reasonably good velocity data.

b) Velocity harp is a locally manufactured
velocity measuring device made from a 4.267M (14

provide overall sequencing and documentation.
The video camera provides quick-look
documentation., Three 16mm cameras are run at
5000 frames per second and four 16mm cameras at
1000 frames per second for detail event study.
Photography was used to provide velocities of
all three sleds. Also, the penetration of the
transfer slea plunger iato the payload Fabreeka
was established using photography as well as
crushing timesy for the arrestors. In addition
photcgraphs provided outstanding documentation
of the test cable "bird caging” and the dynamic

wave propagation of the acceleration pulse up
the cable,

The use of these multi-data sources has
been invaluable in developing overall test
concept and has allowed for successful tests
even when one source of data might have been
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foot) long phenolic block. A slot is milled lost. »
the length of the block and pins spaced along :’S
the block so0 wires can be stretched individually 3.3.3 RESULTS

between sets of pins. A knife blade is attached
to the carriage sled which breaks these wires as
the sled passes. The spacing of the wires
starts at 1.27cm (0.5 inches) and is stepped up
to 15.24cm (6 inches) at the end of the harp.
The displacement time data is then used to
provide velocity versus time,

o Li Veloci iff ia] @ [
{LVDT) is another transducer which provides
distance versus time data. The stroke of the
LVDT's used is 25.4cm (10 inches), which covers
the acceleration pulse phase. The slope of this

curve (velocity) again agreed well with other
data.

d) Load cells were designed and fabricated in-
house. The loads on both sides of the
decelerators and the loads on the arrestors are
measured for a total of six load measurements.
These data were invaluable in develuping both
the decelerators and associated computer code,
and in the design of the arrestors.

e) DPressure transducers are used to measure
pressures at four locations in one of the
decelerators. These data were of significant
importance during the development of the
decelerators and associated computer code.

f) Load bolts are used in some tests to measure
the pin loads on the bolts restraining the cable

to its fitting. These devices were commercial
transducers,

g) Spot Velocity are magnetic sensors located
every 31.699M (104 feet) along the narrow gage
facility and are used to monitor the velocity of
the approaching hammer sled. In addition,
special velocity sensors are spaced close to the
inpact area to precisely establish the hammer
sled entrance velocity.

h) Photography is the last data source.

This test series is still in process and
only data from the first four tests are
available, Results have been good, As shown in
Figure 22 the total requirements was for an
acceleration phase represented by the half-sine
shown at the top of the figure. The matrix
shows minimal, maximun, and nominali g-levels,
pulse durations, and the resulting velocity.
The bottom curves show the same data given as
velocity versus time, As shown, the test
results are exactly in the middle of the
specified tolerance. More detailed data will be
presented later.

4.0 OONCLUSIONS

This paper developed a simple one-
dimensional approach to modeling the phenomenon
of mechanical impact. The derivation assumes
the system maintains pure?; elastic behavior,
which it is realized is not always the
situation. As the velocity of impact increases,
a point is reached where plasticity occurs
within the system, and many of the actual data
runs exhibited plastic deformation of the sleds.
Modeling of this plasticity would require a very
sophisticated code that would examine the
collision on a microscopic level, to study the
effect of the crystalline structure, and
quantify the associated energy loss. The
simplistic approach taken in this paper was to
require the entire response to be elastic in
nature, with the plasticity and energy loss
accounted for in a continuous marner throughout
the impact.

A series of modeling tips were developed
through the course of this paper. When these
tips were used and the similations compared to
the actual runs, the largest error in
acceleration and velocity fo: the down scaled
tests were about 6 percent, and about 9 perxcent
for the pulse width, Based on this
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Typically, 9 high speed cameras and one video investigation, it appears this simplified .

camera were used for each test. Two 16mm approach to modeling the complex behavior of o)

cameras are run at 200 frames per second to mechanical impact is entirely adequate. :
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However, there are limitations o thi-~ work, REFERENCES
Pirst, only Fabreeka was used as a cusnioning

material and specific gquidelines for its use was 1. Wu, R. W., Approximate Numerical Predictions
i The

&l

developed. Acditional work must be dcne to i ' .
determine if these guidelines are specific to Shock and Vibration Bulletin, Part 2, May, LGt
Fabreeka, or can they be extended to otker 1983,

cushioning materials. Since the Fabreeka used

has a non-iinear stiffress associated with it 2. Roark, R. J., Formulas for Stress and

the simulations need to be corrected to account Strain, MoGraw-Hiil Book Company, New York,

for this non-linearity. Secondly, more studies New York, 1965,

. must be done on the materials usea for the

blocks., Steel is a homogenous material and 3. Fabreecka-Sections 1 and 2, Fabreeka Products
3 consistent impact relations were developed. It Company.

3 remains to be geen if these relationships are

applicable as derived for other wateiials.

The results presented here only highlight
the actual work done. A final, and more
3 detailed, report is planned that will address
- the isgues introduced here. The final report
3 will also discuss the full scale test resnlts,
This f£inal paper will be availakle as a

3 Technical Report through the Air Force's
3 Armament Division.
i TEST PULSE 4A
] |
3 _I T (msec)
;_ T :I‘ A (g's) vm (MPS)
] 2AT 22.9 25.3 28.0
; Ve 825 4.43 4.93 | 5.42
Lf 600 6.09 6.77 | 7.45
: 450 8.13 9.03 | 9.93
o oo esaim s Ren s e R A Re RS S g ee et
@ i _~—MAXIMUM TOLERANCE | :
o 36 r—. . .—....--.......: ............ :, ............ ;--.-..-....-.; ............ E-...--......E. ........ ,..-:
i L TESTRESULTS | G i
w : : : : : F=
X . . ;'
: .
(o]
o
w =
> .

A

0.00 ©0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16
TIME - SECONDS

TEST REQUIREMENTS

FIGURE 22

§§

Pan 4

119

RS

<

ﬁw " " P }i\ b "('\"\( h m "Q\“)‘\ "“i" \‘a'ﬂ\\‘(-.\-&\ \'.5\)"&’ LALS . - . MW N,y w, .
> X \ \ hy > > n S A SR SR A N S P BN NN A
.ﬁﬁﬁmﬁ%&AM&W%&w&Mmm&Mm%Lﬁﬁmwﬁ%ﬂﬁ%wﬂ%

LI



| bt 2 b m ks B Lo bia e 28 f R t0 3.1 870 bt
3 . Jﬂiﬂmmmmrimmrunwmmn'mwwm VFUT JYY W

MEASUREMENT, DATA ANALYSIS, AND PREDICTION
OF PYROTECHNIC SHOCK FROM PIN-PULLERS AND SEPARATION JOINTS

Maria J. Evans, Vernon H. Neubert
The Pennsylvania State University
University Park, PA 16802

i Laurence J. Bement
NASA Langley Research Center
Hampton, VA 23665

To evaluate the potential for spacecraft damage caused by activation
of pyrotechnic mechanisma, pyrotechnic shock tests were conducted on
three configurations: pin~pullers on an orthogonal double Hopkinson .
Bar arrangement, pin-pullers on a mock-up of the HALOE structure, and
a section of separation joint on a single Hopkinson bar. Strains and
accelerations were measured. The strains were converted to output
stresses, forces and moments. Acceleration shock rasponse spectra
are presented for both acceleration- and force~time signals., The
devices were attached to the Hopkinson bars with adaptors, which are
typical of attachments used in practice. In order to predict the
effect of the adaptors, finite element models of the adaptor-bdar
combinations were analyzed and results are presented with regard to
grid size, time interval, and frequency range required tc predict the
respcense to pulses of 10 and 100 microseccnd duration., This paper
summarizes a more detailed report [1] and thesis [2]. The goals are
to better understand, measure, and predicet transmission cf
pyrotechnic shock in structures.

T

INTRODUCTION

The structural shock waves created on
activation of pyrotechnic devices have the
potential to damage electronic or other
low-mass equipment or to activate
motion-sensitive equipment. For example, a
pyrotechnic-induced failure led to the loss
of two solid rccket booster cases for the
space shuttle in 1982, The parachute reiease
system for the booster parachute system was
prematurely activated from a non-separation
system, rather than on water impact. Olsen,
et al, [3), mentioned in 1968 that there were
several examples of equipment items that had
failed or malfunctioned during mechanical
shock from pyrotechnic devices, even though
the devices had successfully passed
conventional shock and vibration tests.
Many proof tests are done on the ground, but
there is a lack of Anformation on
pyrotechnic-produced loads which can be used
by designers. This lack of information is
caused by the complexity of the pulses
generated and the difficulty experienced in
measurement and analysis. The pulses are
extremely dynamic with high amplitudes and
short durations, containing frequencies up to
50 or 100 kHz. These frequencies are near
the limit of much instrumentation and require

121

very fine meshes on analytical models of
structures.

Progress is being made in measuring the
outputs from pyrotechnic devices. In 1971,
careful measurements of force-time outputs of
simulated separation joints and explosive
bolts were made by Parker and Neubert using a
Hopkinson bar arrangement [4,5,6]. Output
stresses with magnitudes as high as 34,700
psi ard with durations of twelve microseconds
were measured from a 1/4 inch diameter
explosive bolt attached directly to the end
of the Hopkinson bar. In 1973, similar tests
were carried out by Bement and Neubert [7,8]
to evaluate the output forces and
accelerations of several standard explosive
nuts compared to some special low-shock nuts.
Recently, the shocks generated by several
pyrotechnic pin-pullers were compared with
the output of a mechanical pin-puller in the
NASA tL,angley Pyrotechnics Laboratory. These
pin~pullers were then mounted on the Halogen
Occultaticn Experiment (HALOE) structure and
straing and acceleraticns compared with those
measured on the Hopkinson bar., The results
of these tests are presented for the first
time in this paper. Strain~time
measurements, both on the bar and on the
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HALOE structure, were converted to force-~time
and moment-time outputs of the devices.
These, along with measured accelerations,
were used to calculate acceleration response
shock specitra for both the acceleration and
force timewlse reccrds. A section cf
spacecraft separation joint was also tested
on a single Hopkinson bar and the results are
presented here for the first time.

Existing analytica. methods were
expanded to predict the response of the
apparatus to pyrotechnic pulses. Results of
some of this analysis using finite element
models of the adaptors on the Hopkinson bars
are also presented herein. from the more
detafled thesis of £vans {[2]. The ultimate
goals of this analysis are: (1) to predict
the effect of the adaptors on the pulse
shapes, (2) to attempt to deduce the true
output of the pyrotechnic device at the
attachment point, (3) to determine the
frequency content by ascertaining the number
of m¢ es needed to represent the response,
and (4) to determine the fineness of the
finfte element mesh needed to predict the
response to these inputs.

RELATED WORK

The idea of using a long, thin,
cylindrical bar for measuring severe,
transient pulses was presented by Hopkinson
(9] in 1914, and consisted of applying an
unknown pressure to the cne end of a bar and
monitoring the response of the bar. The
magnitude of the applied pressure was deduced
from measurement of momentum of detachable
end~pieces at the other end of the bar. 1In
1946, Davies [10] improved the method by
measuring electrically the variation of
either the longitudinal displacement at the
output end of the bar or the radial expansion
of the cylindrical surface of the bar.
Davies also concluded that if the pressure
end of a 1/2 inch diameter bar could be
submitted to a fcrce which changed
instantaneously from zerc to a finite value,
the observed rise time in the bar would be
about 2 us, due to the time for the stress
wave tc develop in the bar. iHeubert [11]
found that the strain gauges must be located
at least five bar diameters from the
excitation end, since that is the minimum
distance required for a relatively long pulse
to settle down tc a plane wave in the bar.

A desirabie goal is to have the bar as
thin as possible, so the pulse will not
disperse, or change shape, as it travels down
the bar. A bar is thin if A/4 2 5, where )
is the half-wave length of the shortest wave,
which 1s associated with the highest
frequency component to have a small diameter
d, but large enough so the bar will not yield
cr buckle. For a thick bar, with A/d < 5,
the stress wave will disperse as it travels
down the bar. Parker [5,6) predicted the
behavior of 10 and 100 uys pulses using both
the elementary thin bar thecry and th2 more
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exact, but still approximate, thick bar
theory of Love [12]). The exact differential
equations for a thick, cylindrical bar were
presented by Pochhammer [13] and Chree [14]
and have not been solved exactly, Neubert
[{11] used the Hopkinscn bar as an impactor
against beams having various end conditicns,
and measured the applied forces using strain
gauges attached to the bar. He predicted the
response of the beams to this mechanical
excitation using Bernoulli-Euler and
Timoshenko uniform beam theory as well as
lumped~parameter representation of the beams.
Parker [6,15)] predicted the response of
Timoshenko beams to pyrotechnic shock.

Recently, Smith [16] summarized some of
the work being done with regard to
measurement of pyrotechnic shock and included
some references, He pointed out the
importance of developing high frequency shock
spectra, to 100 kHz, and emphasized the
related difficulties in producing dependable
acceleration measurements.

Results of a significant, careful,
effort were reported vy Powers [17], who
performed a series of design optimization
tests on subscale and full-scale vehicle
interstage separation systems, finding shock
response spectra useful to 80 kHz or more.
He measured strains at locations very close
to the high-energy separation joints. Many
other investigators have measured response
and processed data only up to 10 cr 20 kHz,
although there 1s an increasing awareness
that such results are insufficient to
accurately represent pyrotechnic shoek
effects on components and structures.

Shock spectra, as originally presented
by Biot [18] and used by White [19], were
useful because they could be readily measured
during an earthquake and then used in a modal
analysis of a building to prediect the
structural response to the earthquake. To
date, the main use of shock spectra from
pyrotechnic events has beea to compare
outputs and decide which device produces the
smallest output in a certain Irequency range.
However, the analysis shows that it is
possible to predict the response of simple
structures at the design stage using finite
element solutions.

ANALYTICAL APPROACH
Finite Element Analysis for Hopkinscn Bar

To predict the response of a thick bar,
with A/d < 5, the Love equation has been

used, which accounts fcr the radial inertial
effects, and is
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Pulse and wave lengths for 10 _and 100 us pulses

Pulse Duration

where

bar

10 us 100 ps
Pulse length on bar, &p, inches 2 20
Mesh spacing needed at £p/20, inches 0.1 1
Highest modal freq. for strain 200 kHz 20 kiiz
Mode half wave length, A 0.5 in 5 in
Mode half period 2.5 ps 25 us
Highest modal freq. for acceleration 500 kHz 50 kHz
Mode half wave length, ) 0.2 in 2 in
Mode half period 1.0 us 10 us
LI}
¢ = sonic veloeity of the stress wave in the .
X [

= particle displacement

= coordinate location of particle

= time

= Poisson's ratio

g~ radius of _rratiocn of bar crcas-
sectional area

< <t o

-

If the bar is assumed thin, the radius
rg is taken as zero and the equation reduces
to the simpler one-dimensicnal wave equation,
Parker found, for the short 10 uS pulse, that
100 modes of vibration were needed to predict
the strain magnitude to within 5% and about
250 were needed to predict the acceleration
to the same accuracy. The assoeiated natural
frequencies of the bar for the 100th and
250th modes are 200 and 500 kHz. This was
used as a guide for the present study to help
determine the fineness of the space and tiue
meshes needed in a finite element analysis.
Because the wave velocity ¢ = 200,000 in/sec
in a steel or aluminum bar, the length of the
10 ps pulse on the bar is 2 inches, Thus, if
one divided this into 20 space intervals, a
Space mesh of 0.1 inches would result.
Timewise, 1/20th of pulse length of 10 us is
0.5 us. The half-period for the 500 kHz bar
mode i3 1 us. The timewise mesh size should
be about 1/20th of this half-period. These
results are sumarized in Table 1,

For a one inech diameter bar, the thin
bar theory i{s supposed to te adequate for A/d
> 5, or for A > 5 inches, The above table
shows then that the thick bar theory should
be used for the 10 us pulse. Parker did this
using the Love equation, and showed that it
predicted the dispersion measured on the
short pulses emanating from the explosive
bolts,

The present finite element analysis was
carried out fn SAP IV computer program [20]
for the Hopkinson bar with and without the
end adaptors. The beam element was used to
represent the stretching and bending motion
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Figure 1, Base~driven mass-spring-dashpot

filter.
1 (Absolyte)
PEL-0
7 [Absaiyle)
Rt
Figure 2, Force-driven mass-spring-dashpot
filter.
of the bar. Although only axial motion was

excited in the experiments, the low frequency
bending mcdes were calculated at first to
ascertain that a proper connection had been
made in the analytieal model betw<een the bar
and the adaptor. The two-dimensional plane
stress plate element was used to represent
the tapered plate adaptor, which allows two
displacements at each of the four corners,
but does not explicitly include rotations,
while the beam element is one-~dimensional and
includes rotations explicitly. Timewise
integration is done by the Wilson-¢ Method,
which i3 unconditionally stable.

SHOCK SPECTRA CALCULATIONS

The shock spectrum in general is the
maximum response versus natural frequency of
a mass-spring-dashpot filter to a specified
input. Most often the input is a measured
acceleration applied as a ground motion z(t)
to the system as shown in Figure 1 and the
response i{s the absolute acceleration x(t) of
the mass of the filter. For the present
work, the spectra were also calculated for
force inputs, applied as R(t) as shown in
Figure 2. The differential equation to be
solved for the base motion-driven system is,
after dividing through by the mass m
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Xp + 20 up Xp ¢ uﬁ Xp = =z
for 0 st sTo

For the force~driven filter,
corresponding equation is

the

2o B

n m
0StsSTy

; + 27 wy ip +

where

x = absolute displacement of m

Xp= X~z = relative displacement

z = base motion

¢ = ratio of damping to critical damping
k = apring stiffness

m = mass

wp2= k/m

To™ the length of the input pulse.

It is assumed the input is zero for t 2 T,.
The maximum responsé calculated for 0 S t §
Te 18 plotted on the initial shock spectrum
and that occurring for ¢ 2 Ty is plotted on
the residual spectrum, Note that the mass m
remains in the equation for the force-driven
system and it was taken as one for the
present calculations. The digitizing
interval for the pin-puller data was At =
2.0625 x 1076s,

INSTRUMENTATION

The present teats were done in the
Pyrotechnics Laboratory at NASA Langley.
There were seven accelerometers used, one B&K
Type 8309 and six Endevco 2225M5. The B&K
accelerometer was installed where the
frequency content was expected to be highest
and had a capacity of 100,000g peak
acceleration with an ideal mounted resonant
frequency of 180 kHz. The Endevco
accelerometers are supposed to be linear to
100,000g and have a mounted resonance of 30
kHz, Thus We expect the B&K and Endevco
accelerometers to be flat within 5% to 36 kHz
and 16 kHz, respectively. The accelerometers
were attached using a threaded stud in a hole
made by drilling and tapping into the
structure.

The strain gauges were Model No.
CEA-06-187-UW-350 and were 3/16 inch long,
had 350 ohms resistance, and gauge factor of
2.08. Each strain gauge was monitored
separately through a Vishay BAM-1 Bridge
Amplifier, which had capacity to 100 kHz.

The data was recorded in analogue form
on a Sangamo 3612 wide~band 1, frequency
modulated configuration tape recorder, flat
from zero to 80 kHz., The data was then
played back on a visicorder and was digitized
semiautomatically in the Pennsylvania State
University computer laboratory.

APPARATUS AND TEST PROCEDURE FOR
PIN-PULLER TESTS ON HOPKINSON BAR

The experimental apparatus for the
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pin-puller tests on the Hopkinson bar
consisted of the monitoring system and six
pin-pullers: Viking I (single initiator and
opposed dual initiators), Viking V (dual),
Polaris (dual), RCA BI.V (Hi Shear dual), ICI
ATLAS pin retractor, and a mechanical
pin-puller. A steel sphere on a ballistie
pendulum was also used as an impactor for
initial calibration. A sketch of the single
Hopkinson bar and ballistic pendulum is shown
in Figure 3.

Pyrotechnie pin-pullers are
piston-cylinder devices with a high burn-rate
propellant, which produces approximately
25,000 psi, to drive the piston to withdraw
the pin. Pyrotechnic shock is produced on
pressurization, release of locad, and impact
of the piston on completion of the stroke., A
mechanical pin-puller has a spring-loaded
piston with a meltwire release mechanism.

The main elements of the pin-puller
monpitoring system [Figure 4] were two
cold-rolled steel bars 10 feet long and 3/4
inch in diameter. They were oriented at
right angles to each other in order to
measure the axial and transverse output
forces from the pin-pullers, which were
mounted on a special machined adaptor
connected to the input ends of the bars.
This adaptor was about 2-3/4" x 3~11/32" x
1=-1/4" overall as shown in Figure 4.

The output end of each bar was fitted )

with a machined steel end cap 1-1/4" dia x
1-1/2" long [Figure 3] which was centrally
drilled and tapped to accommodate the
accelerometers,

The strain gauges were oriented
longitudinally 17.82 inches from the input
ends of the bars. They were located
successively 90 degrees apart around the
circumference ¢f the dbar. With this
location, a pulse about 1000 psec long could
be observed before there was any interference
from reflections from the free end of the
bar.

The test procedure was as fCllows:

1. The axial bar was first tested by
itself, with end caps as described above on
each end. The inout end was then impacted
with a steel sphere 1-1/4" diameter on a
pendulum 60 inches long. The B&K
accelerometer was on the output end of the
bar.

2. The double Hopkinson bar arrangement
shown in Figure 4 was assembled and impacted
with the steel sphere. The B&K accelerometer
was on the output end of the axial bar and an
Endevco accelerometer on the output end of
the transverse bar.

3. The pin-pullers were attached to the
adaptor, one by one, and activated.

APPARATUS AND TEST PROCEDURE
FOR THE HALOE STRUCTURE

The apparatus was a full-scale mcdel of
the HALOE structure as shown in Figure 5.
Five of the pin-pullers were tested, the
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The monitoring system consisted of eight
strain gauges and five accelercmeters, Four
of the strain gauges were located parallel to
the axis of a hollow aluminum cylindrical
section between the main frame and the
outboard elevaticn gimbal, This cylinder was
2.875" loug and 3.25" in diameter. The
gauges were located successively 90 degrees
apart around the circumference, in the same
pattern used on the Hopkinson bar, Two other
gauges were orthogonal and mcunted on the
heavy ring on the outboard gimbal at a point
about 374" from the pin-puller attachment.
The last two gauges were orthogonal and
located at a polnt on the hellow rectangular
cross~section between the two gimbals.

The B&K accelerometer was lccated on the
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ring of the outbeard gimbal adaptor, clcse to
the pin-pulier. Two Endevco accelerometers
were orthogonal and near the tip of the frame
on the tapered end., The other two Endevco
accelercmeters used were orthogonar and
located on the other upper corner of the
frame. Nc accelerations were measgsured
perpendicular to the plane of the main frame.
The back-up instrumentation was exactly the
same as that used {in the Hopkinson har tests
of the pin-pullers, described above.

The test procedure consisted of
attaching and activating the pin-pullers, one
by one.
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Figure 6. Cross-section of opacecraft
separation joint.

APPARATUS AND TEST PROCEDURE FOR
SPACECRAFT SEPARATION JOINT TESTS

The source of excitation was a twelve
inch long section of the spacecraft
separation joint and a monitoring systenm,
which consisted of an aluminum tapered plate
adaptor and a single Hopkinson Bar. This
separation joint has a high explosive
(approximately 1 x 106 psi) to expand a tube,
which fractures a pre-notched surrounding
structure as shown Iin Flgure 6. The
dimensions of the tapered plate are shown in
Figure 7. The 1-1/4" diameter steel sphere
impactor on tne ballistic pendulum was also
used during initial calibrations.

The Hopkinson bar was the axial bar used
in the Pin~puller tests, as described above.
The four strain gauges were monitored and the
B&K accelercmeter was mounted at the output
end of the bar.

The steps in the test procedure were as
follows,

1. Use the steel sphere on the ballistic
pendulum with and withoul{ the tapered plate
adaptor, to determine the effect of the
adaptor on the transmitted pulse.

2. Install various separation joint
configurations and measure their cutputs.
Seven variations were tested.

]
a T —————— ——— .__?&'

)
17° 20 @ w2® o 12° O B T T
Cdqe View

]

Figure 7. Separation joint tapered plate
adaptor with 1/2" finite element
mesh,
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RESULTS FROM PIN-~PULLER
TESTS ON HOPKINSON BAR

In Figure 8, the axial and transverse
forces are shown for the Viking I pin-puller
for two initiators fired simultaneously. The
sollid line is for the axial bar and the
dashed 1line for the transverse bar., Here a
positive force i3 tensile. Thus, the axial
force 1s compressive for the first 0.53
milliseconds, with -500. pounds maximum
force; this is followed by a tensile region
for 0.41 ms with 1075 pounds maximum force,
Here, the first end reflection was subtracted
numerically to extend the useful range of the
record to about 0.00115 s, The maximum
transverse force was about one-third the
maximum axial force.

In Figure 9, the moments calculated from
the strain signals in the axlal and
transverse bars are shown, The signals are
only significant for the first 0.001 seconds.
Besides reflections of the axial pulses, the
moments induced in the orthogonal bars due to
their interconnection must be considered.

The magnitude of the maximum moment was 70
inch~pounds for this pin-puller.

The axial force-time outputs of the
Viking I, Viking V and mechanical pin~pullers
are compared in Flgures 10{(a) and 10(b). All
of the pyrotechnic pin-pullers produced first
a compression and then a tension, However,
the initial portion of the force-time output
of the mechanical pin-puller was tensile, as
shown in the solid line in Figure 10(a),
where the force-time output of the mechanical
pin-puller is compared with that of the
Viking I pin-puller. In Figure 10(b) it is
seen that the initial compressive pulse from
the Viking V pin-puller is higher in
magnitude and shorter in duration than that
from the Viking I.

An example of the acceleration response
shock spectra of the force-time signal for
the Viking I pin-puller in the axial
direction is shown in Figure 11. The initial
shock spectrum is sclid and the residual is
dotted. In most cases it was found that the
residual spectrum fell belcw the initial
shock spectrum. Note that the residual
spectrum displays troughs which are always
present for a signal of finite length, The
troughs should go to zero if a fine enough
frequency interval is taken to show them in
detail.

The initial shock spectra for the
transverse direction are compared in Figure
12 for the mechanical pin-~puller, Hi~Shear,
Viking Vv, and Viking I pin-pullers with one
and two initiators fired. The spectrum of
the mechanical pin puller is slightly below
that of the others over most of the frequency
range. The deep dip in the spectrum at 40
kHz appears to be due to the digitizing
interval used.
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Figure *3{p). Ferce from strain gauges 1&3
and 2&4, Viking V pin-puller
on HALOE structure.

RCSULTS FROM HALOE STRUCTURE TESTS

For the pin-puller on the HALOE
structure, the strain gauge data was
converted to stress versus time. The Viking
V pln-puller seemed to generate the most
severe outputs overall, and caused stresses
as high as yy50 psi in the cylinder which was
monitored,

The forces and moments were caleulated
from opposite pairs of strain gauges on this
Same cylinder, even though it does not
qualify as a long, thin beam because the
length to depth ratio was only about 0.88.
The measured forces for the Viking I andg
Viking V pin-~pullers calculated from two
Separate pairs of gauges 90 degrees apart on
the circumference of the cylinder are ‘shown
in Figure 13 (a) and 13 (b). The initial
shape of the signals are amazingly the same,
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Figure 11, Acceleration vs. time, Viking V
pin~puller on HALOE, B&K acc.
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Figure 15. Acceleration vs. time, Viking V
pin-puller on HALOE, Acc. 3.

indicating that the short cylinder is almost
acting like a dar with a plane dilaticnal
wave, [Even more amazing {s the similarity to
the force-time pulse measured in the
Hopkinson bar, in both shape and magnitude,
in Figure 10 (a) and 10 (b).

The acceleratfon versus time for the
Viking V pin-paller, measured on the B&K
accelerometer, beside the pin~puller
attachment, is shown in Figure 14. There is
significant high frequency content and peaks
rise to 1200g. This should be compared with
the record from accelerometer 3 in Figure 15,
where the very high frequency content is
mi{ssing and the peaks were about 540g. The
associated shoek spectra from these two
acceleration-time signals are shown in
figures 16 and 17. The spectral levels
beside the pin-puller are higher than on the
frame, as expected, except in the frequency
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Table 2 Separation Joint Tests with Maximum Forces and Accelerations
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No. Plate] Charge | Location] Max. Force | Max. Moment | Force Sh Sp  Ace. Sh Sp
Thkng| (gr/ft)] |_Tens Comp. | (in 1b) | at 100 Hz at 100 Hz
11 var,| 8.7]off-ctr | 2500 -3500| +225  -175 | 8.8 -

12 var.| 8.7] Center | 4090 ~1500| +200 =110 | 10.2 20

13 var.| 8.7]Off~ctr| 1750 -1750 | +215 -215 | 6.5 52

14 CcnstJ  8.7] Center | %000 -1000| +300  =~275 | 10.2 30

15 Cnst. 8.7| Center | 2150 -1500 | +115 =100 | 5.5 9

16 Cnst. 11.0| Center | 3000 ~1150 | +200 =~200 | 7.5 -
|

17 cnst) 11.0| Ceater | 4500 ~1250 ! +325 ~350 11.8 ——

range from 1500 to 10,000 Hz, where the level 10 3

for Accelerometer 3 is about three times that 3
of the B&K accelerometer. This says that the 4 ﬁifﬂf/hxr

level a foo? or more from the pyrotechnic is 10
higher thar the level beside the pyrotechnic
in that frequency range. In addition, it
demonstrates that it is dangerous to judge
acceleration levels entirely from peaks on
the time-wise signals. Because the mounted
frequency of Accelerometer 3 should be 80
KHz, the accuracy of the associated shock
spectrum {s questionable above 16 kHz, but is
shown nevertheless.,
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RESULTS FROM SPACECRAFT SEPARATION JOINT :

TESTS 10 =TT 1Ty T
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The sevén separation joint tests were
numbered 11 through 17. A single string of
explosive was used in each test, but the
charge and position varied as summarized in Figure 16. Initial and residual shock
Table 2. The charges were either 8.7 or 11 spectra for Viking V pin-puller
grains per foot and vhe position was either on HALOE, B&K acc.
center or off-center. 1In addition, the
thickness o. the material torn in the notched
Joint varied, from one end of the joint 3
section to the other, during the first three ]
tests but was constant for the last four
tests. The varying thicknesses had been usec
previously tc determine, on a single test,
how thickness of material torn was related to
charge strength. 1In the table "Yar." means
varying thickness and "Cnst." means constant
thickness material in the separation joint
itself,

The strain gauges operated

satisfactorily throughout the tests, with no
indication of permanent set. The maximum
stress at the stralin gauges on the Hopkinson ]
bar occurred on Test 17 with a peak of 10,200 1™ NS [ N I I
psi, which {s well below the static yleld 10 102 10° i 108 10%
stress of the steel bar. The accelerometer
loosened during Test 15, ylelding inaccurate FREQUENCY (NZ)
signals on Tests 16 and 17.

The force-time curve for Test 17 is
shown in Figure 18. There is an initial Figure 17. Inital and residual shock spectra
compressive region having a maximum of -1250 for Vikirg V pin-puller on HALOE,
pounds and a duration of 130 us, fcllowed by B&K acc.
a severe tension having a maximum of 4500
pounds. Since it is thought, from
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Figure 18. Force vs. time, separation joint
test 17.

photographs, that the separation joint
separates within 10 ys after detonation, 1%
Is expected that the duration of the
excitation should be of that order-of-
magnitude. This is scen {n the high
frequencies superimposed on the force-time
signal. The lengthening of the pulse as seen
in the Hopkinson bar is apparently due to
dispersion and reflection of the stress wave
as it travels through the separation joint
itgelf, the tapered plate adaptor, and the
adaptor-bar interface,

In Figure 19, acceleration shock spectra
are shown from acceleration signals from the
end of the Hopkinson bar for Tests 13 and 14,
Below 1000 Hz, test 13 levels were the most
severe, being about six times the level for
Test t14. Above 1000 Hz, the spectra showed
relatively little difference on the average.
It should be noted that g-levels in the shock
spectra calculated from accelerations are
higher than those calculated from forces,
partly because of the mass-spring-cashpot
model used and partly because thne
accelerations on the Hopkinson bar can be
predicted by taking the derivative of the
strains or forces.

RESULTS OF ANALYTICAL PREDICTIONS
USING FINITE ELEMENT ANALYSIS

Convergence of the finite element
solution was studied by varying four
parameters:

1. the duration of the input pulse length,
using 10, 100, and 500 us pulses.

2. the element grid size, or the number of
elements.

3. the number of mcdes used
solution.

4.  the time increment used {n the sclution.

In Figure 20, the force versus time
predicted at the strain gauge locations is

in the
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Figure 19. Initial shock spectra for
acceleration, separation joint
test 13 and test 14,

shown for a haversine pulse 10 us long and
10,000 pounds peak force, applied to the bar
with no end caps.or adaptors. Since the
equivalent of thin bar theory is being used,
then the exact solution is known and the
force versus time in the bar should be
exactly the same as the input. It is seen
that a cime increment of 1/60 us is needed
with a mesh spacing of 0.05 inches to predict
the force. The solutions for mesh spacings
of 0.25" and 1" are also shown.

The pulse length was changed to 100 us
for the forces shown in Figure 21. Here a
time increment of 1 us was used and the 1
inch mesh spacing was sufficiently accurate,
since the change to 0.5 inch spacing resulted
in little difference in the predicted force.
The solution for 2" grid spacing is also
shown.

The convergence with number of modes
used is demonstrated in Figure 22. The SAP
IV program has two options with regard to
timewise solutions for transient inputs: (1)
a direct integration of all the simultaneous
equations, which should give the same answer
as using all the modes or (2) a modal
solution in which the number of modes
calculated and summed may be specified. The
curves show the force versus time in the bhar
obtained by including three, five, ten and
thirty modes in the solution. The
convergence is less rapid after che first ten
modes are used, the thirty mode solution
being only slightly different from the ten
mode solution, but still about 11% deficient
in predicting the peak force. The natural
frequency for the 30th mode is 36,370 Hz.

The prediction of the experimental
strain response of the systcm with the
tapered plate adaptor for the spherical
impactor excitaticn is shown in Figure 23.
The work with the finite element analysis of
the tapered plate adaptor shows that smaller
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Figure 23. Force vs. time, Hopkinson bar with
tapered plate adaptor for
separation joint.

space intervals are needed for tne shorter 10
pus pulse, While this is possible, it is not
being pursued because of cost. Instead, a

smaller adaptor is being tried on “uture,

tests.
SUMMARY

To evaluate the potential for spacecraft
damage caused by activation of pyrotechnic
mechanisms, pyrotechnic shock tests were
conducted on three configurations:
pin~pullers on an orthogonal double Hopkinson
bar arrangement, pin-pullers on a prototype
¢of the HALOE structure, and a section of
separatior joint on a single Hopkinson bar.
Strafins and accelerations were measured. The
strains werc converted to output stresses,
forces, and moments. Acceleration ¢hock
response spectra are presented for both
acceleration- and force-time¢ signals., The
cevices were attached to the Hopkinson bars
with adaptecrs, which are typical of
attachments used in practice. 1In order to
predict the effect of the adaptors, finite
element models of the adaptor-bar
combinationa were analyzed and results are
presented with regard to grid size, time
interval, and frequency' range required to
predict response to pulses of 10 and 1.0
microsecond duration. Some particular points
to be made :in summary follow,

1. Output forces as well as accelerations
versus time were measured on Hopkinson bars
fo~ explosive bolts, explosive nuts,
pin-puvllers and separation join%s. This
represents a wide range of excitations, with
regard to magnitude and length of pulse, The
shortest pulse was about 12 ps long, from the
explesive bolt avtached directly to the bar.
The {racturc of the separation joint appears
to happen in less than 10 ps, but the force
signal received o2 the Hopkinson bar was much
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longer, because of the filtering effect of
the intervening adaptor. Considering the
frequency limitations of the Hopkinson bar,
the strain gauges, the amplifiers, and the
recording system, the straln, stress, force
and moment results presented should be
reliable to 80 kHz. As noted above the two
different types of accelerometers were flat
to 36 kHz and 16 kHz.

2. The shock spectra were processed to 40
kHz from force signals and from acceleration
signals. There is the question as to whether
the high frequency signals can damage
spececraft components. In steel or aluminum,
a frequency of 40 kHz corresponds to a
half-wave length of 5 inches, so it is
obvious that equipment pieces with dimensions
in thatv range are vulnerable to high
frequency inputs.

3. Force shock spectra were computed,
apparently for the first time for pyrotechnic
shock, where the input to the mass-spring-
dashpot filter was force per unit mass.

y, Unique Hopkinson bar arrangements were
used, In addition to the usual sirgle bar, a
spiit bar was used for the explosive nut
tests., Two orthogonal bars were used
successfully for the first time to measure
the output forces, moments, and accelerations
¢f the pin-_ullers.

5. forece~time and acceleration-time outputs
and their associated shock spectra were
compared for four different pin-pullars,
Overall, th2 mechanical pin-puller produced
the least severe output. These results nave
not been previously available anywhere.

6. The same types of pin-pullers that were
tested on the Hopkinson bars were zlso tested
on the full-scale HALOE structure, The
timewise force outputs compared favorably
with those measured on the Hopkinson bar,
giving credence to the use of the bar to
compare devices, A Hopkinson bar set-up is
much less expensive than a spacecraft
structure mock-up.

T. The actenuation of acceleration with
distance from the pyrctechnic as measured on
the HALOE structure is especially noteworthy.
Usually, one expects the acceleration signal
to be attenuated with distance, which was the
case below 1.5 KHz and above 10 kHz.
However, between 1.5 and 10 kHz the spectra
were higher on the frame than beside the
pin-puller. These results alsoc demonstrate
that it is dangercus to judge acceleration
levels simply by looking at acceleraticn-time
curves.

8. Force-time and acceleration-time outputs
were obtained from seven variations of arn
explosively expanded tube separation jeint.
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9. The behavior of the thin Hopkinson bar
was represented analytically using finite
elements. The fineness of the element
gridwork, the time interval, and the number
of modes needed to trace pulses of 10 and 100
us, required a time interval of 1/60 u3 and a
mesh spacing of 0.05 inches.

Thus, the understandiung of the
pyrotechnic phenomenon has been considerably
increased by measuring the outputs from a
variety of pyrotechnic devices on Hopkinson
bars and on a prototype structure. Tais
prcvides the necessary informattor, not only
for comparing various devices but for
predicting the structural response and
evaluating the potential for damage. The
capability to predict structural response has
been demonstrated using finite element models.
The entire procedure, using the Hopkinson
bars and associated measurements and
analysis, should be useful to spacecraft
designers to make compariscon and evaluation
tests before committing to costly spacecraft
hardware.
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FACILITIES FOR SHOCK TESTING OF MUCLEAR SHELTER EQUIPMENT
IN SWITZERLAND

F. Hunziker
Defense Technology and Procurement Group. NC-Laboratory Spiez
Spiez, Swiizerland

A1l kind of equipment installed in Swiss civil defense shel-
ters and military fortifications is systematically shocktested
according.to the Technical Directives for the Shock Resistance
of Equipment, where test procedures and test criteria are
described, A set of three so-called shock parameters (test
table acceleration apay, velocity vpay and displacement

dpax) are used as test criteria and are simulated on shock
testing machines. More than 1000 different objects have been
shocktested in the past 20 years. The NC-Laboratory disposes
of two shock testing machines of the mechanical type., One for
test objects up to three tons, where shocktest~ can be per-

' formed in the horizontal as well as in the ver cal axis, and
L the other for test objects up to twelve tons, wnere shocktests
cnly in the horizontal axes are possible. A new fully hydrau-
Ticaily driven vertical shock testing machine for objects up

to twelve tons will be set in operation this year.

PREFACE

The protection of the civil population
against the effects resulting from the possible
ase of nuclear, chemical and biological weapons
in addition to those due %0 conventional weapons
is the main and ambitious objective of the Swiss
faderal Office of Civil Defense (FOCD).

Since 1964 corresponding federal legislation

One important aspect within this context is
the adequacy, reliability and durability of
vital shelter equipment that is, equipment which
is essential for the survivability of the occu-
pants. The NC-~Laboratory in Spiez of the Defense
Technology and Procurement Group of the Swiss
Military Department has been officially appoint-
ed to perform all the relevant tests and to
evaluate equipment and materials according to
established requirements and criteria [9,10] by
order of the FOCD or the army (no commercial

e

7

X!

o

IR

{2] has led to the construction of a large t1

number of collective protection facilities such operations). Yy

as private shelters incorporated in almost every . .

newer dwellinghouse, command- and intelligence This paper deals only with one of all the A
necessary tests carried out in this Laboratory: P

complexes as welt as sheltered hospitals and
dispensaries at a rate of about 1000 shelter-
places ¢very day. These shelter places provide
protection against a 1 bar peak overpressure
blast and the related effects of a nuclear
explosion in the MT-range. Although some civil
defense shelters and, of course, military forti-
fications have a higher degree of protection,
they ar: based on the same design criteria.

The shocktesting and its facilities used for
that purpose.
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INTROPUCTION

All kinds of shelter equipment, ranging from
a simple ventilating system of a private shelter
to an operating theatre of a medical station
have to withstand the severe ground shock
loading induced by nuclear explosions (Fig. 1).

-
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\ﬁr
= ,
-

P peak (1-3 bar)

b magr—
— —
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s\:‘:

air—slap e
shelter

Fig. 1: Nuclear loacding of a buried shelter

“herefore, equipment of Swiss civil defense
shelters and military fortifications is
systematically shocktested,

In the following paper the shocktesting
method and the shock test facilities used in
Switzerland are presented.
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SHOCKTESTING METHOD

The transient loadings caused by the ground
shock induced by a nuclear explosion produce
strong shock motions of the shelter. As the
interaction between the ground shock and the
structure is a difficult and hardly investigated
problem, in a first theoretical approach the
structure is assumed to foilow the same shock
mot ion as the surrounding soil, This assumption
seems reasonable as the majority of the shelters
are usually of smail dimensions and simple geo-
metry and therefore relatively rigid. The resul-
ting transient motions of the structure are
transmitted to the supports of all installed
shelter equipment.

In Switzerland up to now only the rigid body
motion due to the so-calied air-slap ground
shock, the motion directly induced by the air-
blast as it propagates over the shelter, has
been considered for shock testing purposes.

Based on standard vaiues for the soil para-
meters and for the structure, the following test
criteria have been defined:

dispiacement dpax = 0.25 m

velocity Vpax = 1.6 m/s

acceleration apax = 160 m/s?

(the jerk has to be at least 4C « 10° w/s®)

The test procedures, prescribed in the Technical
Directives for the Shock Resistance of Equipment
for Civil Defense Shelters [11], are stil) based
on a "conventional" deterministic approach and
will be improved in the near future with_a new
probabilistic shcck testing concept [3,4].

Fig. 2: Examples of shocktested equipment: gas filter, electric panel, bunks, ventilator, emergency

generator set, afr-conditioning unit
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TEST PROCEDURE

More than 1000 different objects, e.g. gas
filters, ventilating units, pumps, emergency
generator sets, installations for comwunication,
medical service installations etc. {Fig. 2),
have been shocktested in the past 20 years
[7,8].

The test ohjects are submitted to a shock accor-
ding to the criteria defined above in each of
the three main axes in the positive as well as
in the negative sense. The resulting six shocks
have to be within a tolerance field of £ 20 %

of the nominal value (amax, Vmax> 9max) -
Whenever possible, test objects are subjected
to the shock in runiaing or operating conditions.
Usually a visual inspection of the test object
after each shock and a more detailed inspection

AFB NN N A NMAMBWNBALEAMEBEMBLUEUSUN ISR

at the end of the test series provide enough
insight into the response of the object.
Structural failures and damages which have a
negative effect on the function of the test
object are not tolerated. Slight deformations
without consequence for the function are usually
accepted.

SHOCKTESTING FACILITIES

The NC-Laboratory disposes of two shock-
testing machines, a third one will be set in
operation in about two months.

The shocktesting machine shown in Fig. 3 is
constructed for test objects up to 3 tons. The
shocks can be carried out in two directions.
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maximun mass of test object
acceleration range :
maximum velscity of the table

spring force

Fig. 3: 3t-shocktesting machine
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Fig. 4: 3t-shocktesting machine
with an emergency generator
set as test object

I

With this impact type device, which is used
since 1968, the natural shock process is in-
verted, i.e. the shock table is decelerated
instead of accelerated.

The test objects are usually robust, rigid and
3 solidly fixed to the shock table. Considering
: futhermore that their response to the shock
loading should remain in the elastic range, it
can be assumed that thig inversion does not
falsify the test resylts.

The wheel mounted shock table travelling at
the velocity according to the prescribed shock-
testing criteria 1s abruptly decelerated by
impacting on two copper bolts fixed to the two
bumper bearings at the left and the right side
of the machine. The plastic deformation of the
copper bolts gives the desired acceleration time
function of the shock table whereon the test
object is fixed with reqular steel bolts.

The necessary enerqy for the motion of the shock
table is produced by releasing compressed
tension springs.

The shape and the amplitude of the applied
acceleration time function on the shock table
are influenced by the dimensions of the copper
bolts and by the compression of the springs.

The 2.5 x 1.25 m shock table can be turned about
90° for the tests in a “pseudo" vertical axis
(Figs. 4, 5).
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Fig. 5: 3t-shocktesting machine
with tipped table

For large and heavy equipment up to 12 tons the
shocktesting machine shown in Fig. 6 is used.

It consists of an inclined ramp with a length of
28 m and a width of 7 m. Therein a concrete
shock table (5 x 5 m, 18 tons) and a concrete
bump truck (6 x 3 m, 40 tons) are piaced.

Both shock table and bump truck are seated on
eight special rollers (Fig. 8), which move on
rails fixed to the ramp. Another four rollers,
two on the Teft and two on the right side, are
mounted on the shock table and on the bump truck
to secure the side-guidance.

Futhermore, the shock table and the bump truck
are equipped with two special brake elements
(Fig. 8). These brake elements are opened
hydraulically and closed by spring tension.

The shocks can be carried out by the crishing of
the free moving shock iable against the bumper
bearing at the end of the ramp, or by the c¢rash-
ing of the free rolling bump truck in the un-
braked but stillstanding shock table. So the
swnulation of both the inverted and the natural
shock Toading is possible. The end of the ramp
as wel) as the bump truck are equipped with
special steel tubes which are plastically de-
formed by the process of impaction (Fig. 9).

The control of the correct opening and c¢losing
of the brake elements is made electronically.
For the positioning of the shock table and the
bump truck a winch 15 at disposal,

Because shocktesting on this testing machine is
only possible in the horizontal axes, the shocks
of heavy equipment n the vertical axis have to
be simulated by fall tests which are again in-
verted shocks because in reality the air-siap

Toading would wnduce a transient downmotion of
the shelter,
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N bump truck bumper bearing shock table bumper bearing <
winch 3'500 kg 60x30x08m 50 x 50 x 0.25 m
@ 40'000 kg 18'000 kg
?ﬁ[ = 5
© 44° (17 %) ;
brake elements B (
braking force o
250 eoch 000K 2g0 |1.2o 1.2o|
Technical data
dimensions of the ramp : 28 x 7 m, incline 4.4° (7.7 %)
dimensions of the shock table : 5 x § x 0.2 m, 18'000 kg
dimensions of the bump truck : 6 x 3 x 0.8 m, 40'000 kg
maximum mass of test object : 00 kg
acceleration range : 3

Fig. 6: 12t-shocktesting machine, horizontal
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Fig. 7: 12t-shocktesting machine
with test object

Fig. 8: Roller and brake element of the
12t-shocktesting machine
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MEASURING EQUIPMENT

In "routine” tests only the motion of the shock
table is measwed with piezoelectric acceler-
ation transducers, this mainly in order to con-
trol loading level and reproducibility. As Fig.
11 shows, the signal from the acceleration
transducer is amplified, filtered and then re-
corded and analysed by a PDP 11/34 computer.

If more information is needed, e.g. the response
of some parts of the tested object, up to twelve
accelecation transuucers can be installed, At
the end of this year, the PDP 11/34 computer
will be extended to a 11/84, so that it will not
only be able to record and analyse the measuring
data but also to take the steering and the con-
trol of the new vertical shocktesting machine.
For the calibration of the acceleration trans-
ducers a special device has been developed and
is now on trial. With this calibration device
the acceleration-time-function and independent
of it also the displacement-time-function are
recorded and compared, so it is not dependent on
a reference transducer.

;F1g 9: Stee1 tubes used as bumper bear1ng

R S ST TR e 2 o1 R & e e gon gue v e S+ i [ S StV Y o T CF A 4 g g l"“m

At the end of this year, a new vertical
shocktesting machine for objects up to 12 tons
will be set in operation. This fully hydraulic-
ally driven shock machine shown in Fig. 10
signifies a real and tremendous improvement in
the shock testing facilities at the NC-Lavora-
tory Spiez.

The new machine will not only allow us to simu-
late air-slap but also such other components of
the nuclear ground shock as the long duration
but low levelled earthquake-like ground roll
rmotion,

With full control of the shockmotion it will be
further possible to realize the test conditions
for a new probabilistic shocktesting concept
developed at our Laboratory, too g3,4,5,6}.

For each test the test object will be exposed to
a different stochastically generated represent-
ative shock motion and the final test result
being then a concrete statement for the proba-
bility of failure for any kind of nuclear shock
loading.

The simulation of strong earthquake motion will
also be possible. This shock machine consists of
a steel shock table (6 x 4 m), a special guiding
construction and a hydraulic cylinder which is
equipped with two specially designed servo-
valves (nominal flowrate 200 1/s) and pressure
reservoirs, four for the high pressure (100 1,

330 bar) and four for the low pressure (100 1
300 bar).

B T o= e ar e e o dun s B — Sl ae aiy e e L

A possible eccentric loading of the shock table
is taken over by a built-in torsional tube. With
the slanting (= 5° from vertical) installation
of the hydraulic cylinder the radi1al forces in
the bearings of the piston rod can be reduced.
The piston with a diameter of 480 mm has a
stroke of 475 mm. The shocks according to the
test criteria mentionned earlier can be carried
out in both the positive and the negative senses
of the vertical axes.
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Technical data )
dimensions of the shock table ¢ 6.l x4.1m F
maximum mass of test object : 12'000 kg ‘
maximum velocity of the table : £2.0m/s
acceleration range : £<1-20¢g
stroke : 475 mm
servo valves: nominal flow rate 300 /s (p = 70 bar)

nominal pressure : 210 bar
pressure reservoirs: high pressure 4 x 100 1, 330 bar

low pressure 4 x 100 1, 300 bar

A IL . &7 A

Fig. 10: 12t-shocktesting machine, vertical
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acceleration transducer
Kistler 818A (undamped)

T

charge amplifier
Kistler 5001

vi
low pass filter

E 24 dB/octave

—-\L cut-off frequency

typically 150 Hz

hp—plotter
72217

A/D~converter  PDP 11/34 (84)
Fig. 11: Measuring equipment

CONCLUDING REMARKS

Among the full range of testing acitivites
going on at the NC-Laboratory Spiez this paper
has concentrated only on the practical part of
shocktesting while others as well as the un-
avoidable paper work ani administrative proce-
dures have been left a.ide.

Successful implementation of shock tested equip-
ment in Swiss civil defense shelters depends on
well coordinated efforts by many institutions
and bodies: Private manufacturers work cilosely
together with our Laboratory and the Office of
Civil Defense or military avthorities, to place
a variety of well suited equipment at the dis-
posal of architects and civil engineers who in
turn are responsible for the shelter design and
construction according to regulations., Imple-
mentation by reliable contractors with their
well trained craftsmen and final acceptance
inspection are concluding steps in a long chain
of events in order to provide a reliable pro-
taction against the ground shock loading induced
by nuclear explosions.
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response spectra
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fourier spectra
ACKNOWLEDGEMENTS

The author would like to thank Bernard ANET,
Erwin KESSLER and George McCALL for their valua-
ble assistance by preparing this paper,

REFERENCES

[1] Bauer, R. and Binggeli, P.
Testing facilities for Civil and Military
NBC-Shelter Equipment in Switzerland
NC-Laboratory, 3700 Spiez, Switzerland

[2] Schweizerischer Bundesrat

Bundesgesetz iiber die baulichen Massnahmen

im Zivilschutz

15 May 1964, Bern, Switzerland

[3] Kessler, E.

Stochastische Simulation von Schutzraum-

erschiitterungen infolge von Nuklear-

explosionen

NC-Laboratory, 3700 Spiez, 1985

[4] Kessler, E.

Stochastic Simulation of Shelter Equipment

Vihratiors due to Nuclear Explosions

MABS 8, 1983

. 3 (M . ' b B " 'y Wy K AL S
A S G UAL A CR It ‘\‘h ‘w v !.,\"gl, (,'! e 'VF ?'a "‘ } {V‘“‘%,""I"f‘.)f~ SN, \!“,’.’a‘l‘
%ﬁm&ﬁmﬁ&}&&mﬁ e A i Nt

- - F ST AS Y nY
TG TSR R LWL W N MOV U IO MO O R UM AIMA AN XAN T AR NP AP PR BT XA SRS AORNLS LS LANK,
P I FLNE PO TLAE "L FLEE M MBI TR o

S5z

'}
2

-~
[

}




| it at m&mummu-““““l“u“!u WU NN IO IO PO Y W NN T Yy LR s R 4% 0'd o8 oTR V1 TWEVN hat A B AR o R AVIL VR SVE SUY W
ol

2

{5] Kessler, E.; Anet, B.; Hunziker, P.
Statistics of Stochastic Shelter Shock
Motions induced by Nuclear Explostons
MABS 9, 1985

(6] Kessler, E.
Erschiitterung von 3 bar und 1 bar Schutz-
bauten in Lockergestein infolge Nuklear-
explosionen
Statistische Auswertung stochastisch
generierter Erschiitterungs-Zeit-Funktionen -
NC-Laboratory, 3700 Spiez, 1984 !

{71 Anet, B.
Die Schockbelastung von Schutzbauten und
deren Simulation fir die Schockpriifung von
Schutzbaueiarichtungen
NC-Laboratory, 3700 Spiez, 1982

(8] Anet, B.; Hunziker, P.
Schockprufung von Schutzbaueinrichtungen
fiir den Zivilschutz und fiir die Armee in
der Schweiz
VDI Bericht Nr, 355, 1979

[9] TWp 1986
Technical Jirectives for the Construstion
of Private Air Raid Shelters
Swiss Federal Office of Civil Defense,
3000 Bern

{10] TwWO 1977
Technische Weisungen fiir die Schutzanlagen
der Organisation und des Sanitdtsdienstes
Swiss Federal Office of Civil Defense,

1 3000 Bern

[11] TW Schocksicherheit 1980
Technical Directives for the Shock
Resistance of Equipment for Swiss Civil
Defense Shelters
Swiss Federal Office of Civil Defense,
3000 Bern

143

L 5\.&

» N #\ *\r N LN
QM& T k» Sl Rf;«?"wm' w‘\r‘»’\m H\&ﬂﬁl\){'ﬁv AN



ATTATIR LS J0T U VA AL LA A T T B K M T I T A T P T S N R e e Ay W W Y= R e e mERE e - -
151

SHOCK TESTS OF CONCRETE AMCHOR BOLTS FOR SHOCK RESISTANT
APPLICATIONS IN PROTECTIVE STRUCTURES

?. Hunziker
Defense Technology and Procurement Group. NC-Laboratory Spiez
Spiez, Switzerland

Since many pieces of equipment are fixed to concrete walls,
ceilings and floors of the shelter by means of concrete anchor
bolts, special investigations have been started to obtain more
insight into the dynamic behaviour of such fixing elements,
specially emphasizing their behaviour in cracked concrete and
under shock loading. An anchor shock testing machine, in prin-
ciple a "fal1" machine, is used for testing such effects.

The dynamic loading of the tested anchor and its slip are mea-
sured in each test. Nine of twenty different anchor products,
tested in the past ten years, could be approved and are now
allowed to be used as fastenings for shock resistant equipment

in protective structures.

INTROTUCTION

The object of this paper is to give a survey
of the techniques and testing methods used in
Switzerland to investigate the shock behaviour
of concrete anchor bolts used as mechanical
fasteners for shelter equipment. According to
the current design criteria all kind of equip-
ment, installed in civil defense structures and
militacy fortifications in Switzerland have
anong other things to withstand the ground shock
loading induced by a nuclear explosion.

Therefore this shelter equ1pment is systemati-
cally shocktested in a set of thorough examina-
tions. However, the desired shock reliability of
the equipment is only relevant if its attach-
ments withstand the ground shock loading too.

Since many pieces of equipment are fixed to
concrete walls, ceilings and floors of the shel-
ter by means of concrete anchor bolts, special
investigations have been started to abtain more
insight into the dynamic behaviour of such
fixing elements.

According to the Technical Jirectives of the
Shock Resistance of Equipment in Civil Defense
Structures the shelter will experience a shock
loading mainly determined by the so-called air-
slap, the loading component directly induced by
the air-blast. The resulting strong but relati-
vely short motion of the shelter is transmitted
to its equipment.

RPN I RIS
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As it the designed load, corresponding to 1
resp. 3 bar peak overpressure of the blast at
shelter location, the structure is supposed to
show some degiee of plastic deformation, say
cracks, the behaviour of the fastening elements,
once fixed to the uncracked concrete is of
primary ‘mportance.

The significance of our efforts in the field of
shock resistant fastenings becomes quite clear,
if one takes into account that only in the field
of civil defense every day about 1000 new shel-
ter places are installed in our small country.
These shelter places offer protection against a
1 bar peak overpressure blast and the related
effects of a nuclear explosion in the MT-range
in additidn to a full C-protection,

The kind of shelter equipment considered in
this paper ranges from a simple ventilating
system of a private shelter to an operating
theatre of a medical station.

ANCHOR WORKING PRINCIPLES

Anchors were already known as a means of
fasterings in ancient times. In the famous ruins
of the Roman Colosseum the holes for the anchors
that held the marble cladding are unmistakable,
even today.

Despite in fact that anchors have been in use
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much longer than screws, only screws are accep-
ted widely as an engineering fixing agent: the
concrete anchor is even today in many casus de-

C. Under t anchor

rided and called an instrument for hobbyists. SOV AN
Nevertheless in recent years, anchor bolts have N\ NN\ /
been deveioped in a way that meets many of the N\

. NANRANANYY
requirements of the fastening technology in

engineering. [2]

pZ

According to the current level of technology,

N AN \‘

anchors can be differentiated according to their NN \ i?\\
working principles. [1, 3, 4] \\:: N QN
N NN N N |

A. Metal anchors with automatic expansion by the
controlled application of force.

Fig. 3: Undercut anchor

This type of anchor usuaily requires a second
drilling operation to create an undercut at
or near the bottom of the drill-hole, It is
anchored in the undercut of the drill-hole by
hammering an expansion sleeve on to a cone-
bolt.

An applied tensile load(Z) is transferred
through direct bearing between the sleeve and
the conical undercut in the concrete.

Fig. 1: Heavy-duty anchor D. Plastic anchors

The torque (Mt) applied to tighten the nut
produces a tensioning force (Fv) which pres-
ses the cone and expansion sleeve against the
base material. On applying a tensile load
(Z), the expansion pressure (sp) and thus
also the holding power are increased (follow-
up expansion principle) as soon as Z becomes
larger than Fv,

B. Metal anchor with automatic expansion over a
defined distance.

Fig. 4: Plastic anchor

1
BB E
S5 3 b
A

On tapping in a drive screw, pin etc. or

5 screwing in a woodscrew etc. the plastic

Yiv! anchor body is forced apart and pressed

— Fsp ;Z against the hele wall. In this way there is
not only the expansion pressure (sp) but also
a keying effecy, and the two resist the
applied tensile load (Z).
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E. Adesive anchors

Fig. 2: Drive-ia anchor

An expansion plug is driven into an anchor
body with an impact force (Fsp).

The distance travelled by the plug is a good
measure for controlling the amount of
expansion.

An applied tensile load (Z) does not alter
the degree of expansion of che anchor body.
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Fig. 5: Ashesive anchor
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An anchor rod is driven into a hole filled
with adhesive mortar (polyester resin or
cement basis). The bond between the anchor
rod and adhesive mortar, on the one hand, and
between the adhesive mortar and the concrete,
on the other, resists the applied tensile
load (2).

ANCHOR TESTING

Today the approval of the Insiitute of Buil-
ding Technology Berlin (IfBT) is one of the most
important certificates of quality for the static
behaviour of concrete anchor bolts for loadbea-
ring fastenings. [6]

In this certificate of approval (Fig. 6), the
safe working loads (Psw), with a safety factor
of 3, the depths ot embedment (T), the distances
between anchors (A) and from edges (R) are
authoritatively fixed, while the constructive
applications and the setting operations are
clearly defined. This Berlin-approval represents
the basis for the dynamic tests (shock loading)
c¢f the anchors carried out at our laboratory.

Fig. 6: Specifications of the Berlin-approval

For anchors which are approved by the If8t or
which are in possession of an equivalent certi-
ficate, the manufacturer can apply for approval
from the Swiss Federal Office of Civil Defense
(FOCD) if he intends to use his anchors in pre-
tective structures.

Here the FOCD arranges a suitability-trial
based on additional tests to invesiigate the

R B N SO S Ao

dynamic behaviour of the anchors_in cracked con-
crete and under shock loading [5]. As already
mentionned in the introduction these tests are
carried out in cracked concrete as the Swiss
design criteria for shelters allow for economi-
cal reason some degree of nonelastic loading,
that means cracking, at the design load (1 resp.
3 bar peak overpressure of the blastwave at
shelter Jocatior).

SHOCK TEST AND MEASURING EQUIPMENT

A simple fall machine is used to simulate the
representative part, the air-slap, of the ground
shock (Fig. 7).

Fig. 7: Anchor shocktesting machine

In this anchor shocktesting machine a concrete
body is fixed to the cross beam by means of the
anchor which is to be tested. The cross beam
hangs on a special release mechanism and its fall
height is adjustable.

After releasing the cross beam falls down and is
abruptly decelerated by impacting on two pieces
of horizontally lying stee! tubes, whose plastic
deformation produces the desired acceleration-
time function (Fig. 8), which has to be matched
to the prescribed test criteria for Swiss civil
defense shelter equipment (max. acceleration

amax = 160 w/s%; max.
1.6 m/s; max. displacement dpay

velocity Vmax =
= 0.25 m).
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Fig. 8: Acceleraticn-time function

With the impact of the cross beam on the steel
tubes the inertial force of the concrete body
produces a dynamic tensile loading of the anchor.
Thereby the mass of the concrete test body has to
be chosen so that its mult;glication with the

max. acceleration (160 m/s”) gives the safe wor-
king load of the tested anchor.

acceleration transducer
Kistler 818A (undemped)
resonant frequency 23 kHz

charge amplifier
Kistler 5001

Vi

low pass fliter
24 dB/octave
cut—off frequency 150 Hz

triggering

recording system

Fig. 9: Measuring equipment

In each test, the motion of the cross beam is
measured with piezo-electric acceleration trans-
ducers. The measuring equipment is shown in

Fig. 9. The slip (the amount of withdrawal from
the cracked concrete) of the anchor is measured
after each shock with a depth gauge.
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TEST DESCRIPTION

At first the hole for the anchor which will be
tested is drilled in the middle of the surface of
the reinforced concrete body which is made of
dense cgncrete with a characteristic strength of
20 N/mm‘. After cleaning the hole of bore dust,
the anchor can be set and tightened to the races-
sary torque (Fig. 10).

Fig. 10: Tightening of the concrete anchor bolt

Fig. 11:

Setting of the guiding sleeves
for the wedges

After that, the holes (o 25 mm) for the
guiding sleeves of the wedges, used to produce
the crack, are drilled besides the anchor,
Afterwards the guiding sleeves are set in these
holes and then special wedges are hammered into
the steeves (Fig. 11, 17). Thereby the concrete
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test booy cracks. Because nv Lw: svecial design

of tiie weduyes, the nroduced wrack becomes ) . /7
parai12i and leads through the anchor-hole. The
crack will be opened vntil its width reaches

. O . over the whole height of the test body
(Fig. 13),
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Fig. 14: The concrete body is fixed to the
crossbeam of tae test machine

The testbody is now fixed to cross beam of the
shock machine by means of the anchor, without
tightening the anchorscrew anymore {Fig. 14),
This is to simulate the real condition, where the
cracking of the concrete occurs after setting and
1 e tightening the anchor holt.

- o Each tested anchor has to withstand two successi-
Fig. 12: The crack is produced by hammering ve shocks with a dynamic tensile loading up te
the wedges inio the guiding sleeves the static safe working ioad, The total slip
(s¥ip1, shock * s1ip2, shock) after the two
shocks ‘ought not to be more than 5.0 mm, whereby
a probability of failure of about 20 percent is
allowed, otherwisz the anchor type cannot be
approved by the FOCD,
Usually 15 to 25 anchors of the sizes M6 or Mg
and M10 or M12 of each product are tested.

TEST RESULTS

In the last eight years, twenty different
anchor products bave been tested, whereby nine
products could be apnroved by the F0CG. In this
chapter the typical tect results of some anchors
are introducec.

Fig. 13: The 1 mm cragk leads throuqh the
anchor nole
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Fig. 15 shows the test results of a heavy-duty
anchor which is a typical representative of the
metal anchors with automatic expansion by the
controlled application of force (Fig. 1).

As an example, the first and the second shock of
each tested anchor are marked in this figure.

On applying a tensile load, the expansion pres-
sur2 and thus the holding power of this type of
anchor increases (follow-up expansion principle).
The safe working load of the tested heavy-duty
anchor M8 was 4.3 kN. The applied dynamic load is
scattered because it is difficult to obtain pre-
cisely the design load with this type of shock
machine.

The test results show that 12 tests with a
dynamic tensile loading in the range of the safe
working Toad and 14 tests in the range of double
the safe working load were carried out. The lat-
ter were carried out to investigate the sensiti-
vity of the anchor to test conditions which
deviate from the usual.

The test results show that the slip at the lower
loading range lay after the first shock between
0.3 and 5.0 mm and after the second shock between
0.1 and 1.7 mm. In the test series at the upper
loading range the slip lay after the first shock
between 1.5 and 6.2 mm and after the second shock
between 0.4 and 3.6 mm.

This heavy-duty anchor could be approved by the
FOCD, whereby it is allowed to be used up to the
safe working load. Its use up {3 the double safe
working load could not be approved because the
probability of failure was higher than 20 %,

These results demonstrate conspicuously the
follow-up expansion orinciple of this type of
anchor. The slip after the second shock is signi-
ficantally smaller than after the first one.

So far all of the 7 tested heavy-duty anchor
products have shown similar results as presented
here and all of them could be approved by the
FOCD.
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Fig. 15: Test results heavy-duty anchor M8
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Fig. 16: Test results drive-in anchor M8
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Fig. 16 shows the test results of a drive-in
- anchor, which is a metal anchor with automatic
expansion over a defined distance (Fig. 2). The
safe working load of the tested drive-in anchor
M8 was 3.0 kN. The test results show that rearly
50 percent of the tested enchors slipped out to-
tally of their holes during the first shock. The
3 slip of the other 50 percent lay between 3.0 and
6.2 mm. During the sacond shock 60 percent of the
rest slipped out totally and the remaining three
anchors slipped between 5.5 and 6.3 mm. The
drive~in anchor could not be approved by the
FOCn.
The test results prove that an anchor without the
follow-up expansion principle can hardly with-
stana shocktesting in cracked concrete.
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Fig. 17: Test results adhesive anchor M8

Fig. 17 shcws the test results of an adhesive
anchor (Fig. 3). The safe working load of the -
tested adhesive anchor M8 was 4.5 kN. The test
results show that after the second shock the slip
was mostly higher than after the first shock. It
lay between 0.1 and 4.4 mm after the first and
between 0.1 and 7.0 mm after the second shock.
Three anchors during the first and another three
during the second shock slipped out totally.
Because of too much slip and because the slip was
higher after the second shock {no follow-up ex-
pansion principle) than after the first, the ad-
hesive anchor could not be approved by the FOCD.
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Fig. 18: Test results stud-anchor M8

Another type of metal anchor with automatic
expansion by the controlled application of force
is the stud-anchor.

Ten different stud-anchor products were tested in
the last years and nevertheless the design dis-
tinguished only in details, the test results have
differed in a broad range.

Fig. 18 shows the results of two of the tested
stud-anchors M8 with the same safe working load
of 2.8 kN,

The one slipped out during the first shock bet-
ween 1,2 and 6.2 mm and during the second between
0.1 and 3.4 mm. One anchor slipped out totally.
This product could be approved by the FOCO.

From the other product more than half of the
tested anchors slipped out totally during the
first shock. The slip of the rest lay between 2.8
and 7.3 mm after the first and between 0.5 and
2.4 mm after the second shock, so that this pro-
duct could not be approved.

From all the tested stud-anchors only one product
could be approved by the FOCD.
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Finally Fig. 19 shows the results of an under-
cut anchor. The safe working load of the tested
undercut anchor M6 was 4.0 kN. The test resylts
presented here show that this type of anchor can
also withstand dynamic tensile loadings in the
range of double the safe working load, whereby
the slip after the first shock lay between 0.5
and G.0 mm and after the second shock between 0
and 4,0 mm, This undercut anchor could be appro-
ved by the FOCD, whereby it is allowed to use it
up to double the static safe working load.
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Fig. 19: Test results undercut anchor M6

ACUTAL PROBLEMS

TEST CRITERIONS

A decisive test criterion is the crack width
in the concrete which has to be assumed for the
anchor shocktesting.

There exist, to our knowledge, no investigations,
neither about the maximum expected crack width
nor about the crack frequency in protective stru-
tures under the conditions of a nuclear ground
shock as considered here and especially not for
the particular design of the standardized Swiss
shelters,

The crack width used in the current test criteria
have been partly determinated by evaluating
cracks in concrete buildings after a strong
earthquake loading (e.g. Italy 1980).
Nevertheless anchor shocktestings carried out in
the last years have shown that a more precise in-
vestigation of the crack width is urgent. So some
further investigations have been started to get
more insight into these problems.
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PRACTICAL APPLICATIONS IN PROTECTIVE STRUCTURES

In the use of concrete anchors in protective
structures some practical problems can occur,
For example, reinforcement makes it difficult for
the hole to be drilled if the bit strikes the
steel. For that reason it is recommended to use
diamond core bits which cut a cylindrical hole
straight through the coucrete and the metal,

Another important problem is the distance
between anchors, These distances defined in the
1fBT-approval are very large: for example for a
heavy-duty anchor M12, a distance between anchors
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MICROCOMPUTERS IN SHOCK TESTING OF WATER SATURATED SANDS
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and
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“"off-the~shelf" products currently being used at Colorado State
University for sponsored research on the behavior of water saturated
sands subjected to explosively induced shock loadings. The paper
discusses the microcomputers (personal computers), the smart high
speed digital Transient Data Recorders, (TDR's), software for data
acquisition and analysis, and data flow and extension of IEEE 488
communication 1lines. As our microcomputer and TDR system now
stands, we have 20 channels of TDR's with 32k bits memory per channel
(expandable to 128k bits memory per channel). Each channel has a
sampling rate of up to 500,000 samples per second and can have up to

\
This paper summarizes the use of state-of-the-art, commercial

4
Our total

16 changes of sampling rates during data acquisition.

decrease and as more engineers and researchers
become familiar with personal computers.

Integration of the microcomputer with data
acquisition units and off-the-shelf software
packages are described for data acquisition,
control and analysis. Our system is being used
to monitor acceleration, water pressure, soil
stress and strains of water saturated sands
under explosive loadings. The basic concept of
the system is presented as well as the hardware
configuration and software use. The system is
centered around an I8M PC-XT personal computer
and a smart high speed digital Transient Data
Recorders, TDR's. Peripheral equipment consists
of printers, digital plotter, digital oscillo-
scopes, data flow and extension of IEEE~488
communication lines and signal conditioners.
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investment for this system, which includes the microcomputer, 20
channels of high speed TDR's with 32k bits of memory per channel,
software, cables, extenders, plotter and printer, is approximately
: $2,700 per channel. For an additional $300 per channel, this system
t can be upgraded to 128k bits of memory per channel.
X
INTRODUCTION Data conversion and analysis {s carried out
through the use of commercially available non-
The use of microcomputer-controiled in- dedicated software packages.
strumentation for data acquisition and analysis
has become increasingly popular for research and HARDWARE
; experiments involving large numbers of measure-
] ments and critical timing requirements. This Compatibility with hardware and software is
;] trend will undoubtedly continue as the cost of very important in choosing microcomputers.
¢ microcomputers and reliable add-ons continue to Several custom systems are available with data
¢
{

acquisition systems which can support specific
As shown in Figure 1, we
chose to integrate an IBM compatible personal
computer (PC) with our data acquisition system.
Qur personal computer (IBM PC-XT) is configured
with 640k of random access memory (RAM), a 360k
floppy disk drive and a high speed 10 MB
hard disk. In addition to the color display
monitor, the PC-XT is equipped with 8087 math
coprocessor for faster computations. Two serial
and three parallel ports for physical interface
with peripherals and an IEEE-488 (GPIB) for
interface with the TDR's are also part of the
set up. Another microcomputer (portable Compagq
PC) configured similar but without a hard disk
is available for back up and for field use. The
total system 1is portable, weighs under 50 kg,
and can be operated at remote sites using a

systems and needs.
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Figure 1. Hardware Arrangcment

generator with the aid of an uninterruptible
power supply equipped with power surge protec-
tors and RMF/EMF noise filtering.

The Transient Data Recorder System (Pacific
Instruments Model 9820) has 20 channels each
consisting of a sample-and~hold amplifier, 12
bit analog-to-digital converter, control logic
and 32k words of ncn-volatile complementary
metal oxide silicon (CMOS) memory with battery
back-up. The digitization of an incoming analog
signal 1is done at a programmabie sampling rate
vp to 500,000 samples per second and samples are
stored 1in successive locations of memory. The
sample rate may be programmed to change as
memory is filled. Up to 15 rate changes are
available. Either internal triggering, based on
the level of the input analog signal or external
triggerina may be used. A calibration mode is
available, which sets aside one segment of
protected memory for calibration data. In pre-
trigger operation the TDR continuously samples
the analog input. Upon the receipt of a trigger
command, the TDR takes a selected number of
post-trigger samples. After acquisition of data
is completed, the digital data may be trans-
ferred for processing at data transfer rates up
to 500k bytes/second.

SOFTWARE

In developing software for a data acquisi-
tion system, one is faced with three major
options. One can purchase a dedicated software
package of defined scope with set but limited
capabilities, develop a custom system which
supports specific needs, or can integrate a
series of the commercially available non-
dedicated software packages into a flexible,
user-defined tool. Custom programming, however,
can be a very expensive option and the in-
flexibility of dedicated packages limits their
utility. The combination of simplicity. power
and flexibility of the non-dedicated package,
makes them suitable and attractive application
development tools. Without having to learn
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computer programming, the system user can
quickly and easily acquire data; file data and
manage the data base; manipulate, reduce, and
analyze data; nerform statistical analysis and
curve-fitting operations; obtain and generate
high quality technical reports with good quality
plots integrated with the text.

Figure 2 chows our IBM compatible software
set up. Currently a front end program,
DEMOGPIB, (Pacific Instruments Inc.) is used to
set up the TOR's and save the acquired data on
the personal computer's hard disk., ASYST
(MacMillan Software Company) 1is used for data
management, analysis and plotting. Currently
the ASYST version used with the system does not
have some of the statistical functions and curve
fitting that are needed for the research project
and so it was decided to also use STATGRAPHICS
(S.T.S.C., Inc.). The package has a large
number of statistical and numerical functions
and is wused for nonlinear regression analysis
and curve fitting. WORDMARC (MARC Software
International, Inc.) is used for word
processing. Note that several other IBM com-
patible software are also available with similar
capabilities.

l Key ba-ra_l Lmunzer I

7 ogEMoGPI8 Plots
STATGRAPHICS
o ASYST

I Reports I‘—J'—.l Plots l

Figure 2. Typical Software Setup

SYSTEM CAPABILITIES, OPERATION AMD APPLICATIONS

The system is adaptable to a wide range of
experiments. However, the system is most
suitable for dynamic, shock, and blast loadings
tests. The main feature of this system is its
capability of measuring the initial transient
behavior as well as the late time response that
is characteristic of some materials. This is
true in the case of saturated sand being tested
under shock and explosive loadings.
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Figure 3 shows the menu the program uses
for data acquisition. Up to 200 channeis can be
used simultaneously. The channels are
programmed through the personal computer to
acquire a certain number of data points at the
specified sampling rate. The addressing scheme
is flexible and ailows programming by individual
channel, rack or the whole system. For example,
if all channels in & system were to be
programmed to the same sauwpie rate, the sample
rate command and data would only be input cnce.
In addition to interface control of data record-
ing, a master ARM, master START and master
TRIGGER provides means to initiate recording for
all channels simuitaneously and independent of
the host computer. Data, then can either be
plotted on the screen for any time interval
desired, sent to a printer for a hard copy or
saved on a disk for later use. After acquiring
the data, the user may select one ¢f the data
reduction and data analysis options, then im-
mediately begin working with the data. The v:wer
can 1integrate, diffarentiate or do fast fourier
transforms of the data. The data can be dis-
played for revision, plotted on the screen cr
sent to the plotter for a perma.ant copy.
Drafts of the final reports may be printed on
the inexpensive dot-matrix printer. The final
version then can be printed on a letter quality
printer ana pen plotter(Figure 4).

DISCUSSION AND CONCLUSIONS

The experience gained 1in the development
and application of the system described above
shows the commercially available, off-the-shelf
software packages tc be tools of tremendous
potential for use 1in data acquisition and
analysis. The programmability, flexibility and
versatility provided by some packages, coupled
with the prcgrammable computational capabilities
of a microcomputer opens a multitude of pos-
sibilities for this application.
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A number of modifications in both software
and hardware are available which will allow the
system to provide more capabilities. This
upgrading will provide the system with tremen-
dous capabilities including real-time testing
and control.

The system is easy to learn. A person who
is familiar with the software (ASYST) will be
ready to use the system efficiently in a few
hours. However, this non-dedicated software
package takes considerable time to learn. It is
our intention to modify the system software in
the near future so that all processes; data
acquisition, reduction, analysis and plotting
will be done with the non-dedicated software
package. This will provide more memory in the
computer which can be used to speed up testing,
and the user will not have to switch between one
program and another during analysis and data
reduction.
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? Porewater pressure response was measured in water saturated
} quartz sands subjected to laboratory 1-D compressional shock loadings.
i The peak stress, peak strain and peak particle velocity levels re-

quired to increase the porewater pressure until liquefaction occurred
& were found to depend on the soil's relative density and initial in-
tegranular stress. For sands at low vrelative densities with an
initial integranular stress of 172 kPa, the soil could be liquefied
under a single shock loading 1if the peak strain or peak particle

%
;% velocity exceeded 10-1% or 1.5 m/sec, respectively. For sands at high
o relative densities with an initial stress of 690 kPa, the soil could
# be Tliquefied if thc peak strain or peak particle velocity exceaded 1%
3

[§

or 15 m/sec, respectively. Above a threshold strain of 5x10-3%, which
corresponds to a peak particle velocity of 0.075 m/sec, residual

{ porewater pressure increases could be induced in all samples tested

fi> and liquefaction could be induced under multiple shocks. The actual

45 number of shocks required for 1liquefaction depended on shock

§§ amplitude, soil density and initial integranuiar stress. Below a

g§ threshoid strain of 5x10 3%, Tiquefaction could not be induced.

i\

!

%

h INTRODUCTION A well programmed series of laboratory
K] shock tests on water saturated cohesionless
5 Long term increases of porewater pressure soils and analytical and empirical predictions
w in saturated cohesionless soils (such as sands, of water pressure increase in these soils has
:! silts, and gravels) can result from shock been conducted at Colorado State University.
: loadings. This increase of pressure, which may The overall research goal was to establish if
Ag last for seconds, minutes, or even hours, causes soil liquefaction of water saturated sands could
:4 a reduction in the shear strength of soil, and be 1induced under transient compressional wave
a if the pressure approaches the total stress in Toading. As secondary objectives, the residual
& the soil, 1liquefaction may ensue. A liquefied porewater pressure increase as a function of
¢ soil behaves as a viscous fluid which has no effective stress, soil density and peak strain
¢ shear strength, and thus bearing capacity is were determined; finite difference and finite
5 lost. Structures on liquefied soil are highly element codes were and are being developed to

susceptible to foundation failure, and struc- better understand the behavior and test results;

- tures buried in the soil (fluid storage tanks, and potential differences between cohesionless
7 for example) are likely to become bouyant and soils of differing grain shape, size and hard-
? "float" upwards. ness are under investigation. The overall goal
-§i

)
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has been completed.
less soils can be

Water saturated cohesion-

liquefied under transient
compressional wave 1loadings. Shock testing of
water saturated Monterey No. 0/30 beach sands
obtained from Monterey, California have been
completed. Testing of coral beach sands, river
sands and gravels and fine beach sands and field
explosive testing of river sands are currently
under way. This paner focuses on the porewater
pressure response of water saturated Monterey
No. 0/30 sands shock tested under undrained
conditions.

The objective of +ihe above studies is to
increase our understanding of the mechanisms
that govern soil liquefaction. It is suggested
that within a given soil, a .ureshold strain
exists above which soil particle crushing or
movement causes the porewater pressure to in-
crease sufficiently to cause 1liquefaction.
Above this threshold strain, the water pressure
increases and remains at this increased level
until sufficient time has passed to allow for
drainage. The results of these studies and
future planned efforts should lead to improved
methods for identifying areas that may have
potentially liquefiable soils.

TEST APPARATUS

Laboratory testing was accompiished using a
gas powered cannon that fired a 6.80 cm diameter
by 10.15 cm long stainless steel projectile into
a 122 cm long cylinder containing water. As the
projectile impacted a piston at that end of the
cylinder, a compressive wave was grnerated and
traveled through the water to the soil sample.
The sample was separated from the water with a
rubber membrane. The cylindrical sample con-
tainer was constructed of stainless steel with
an inner diameter of 8.90 cm and a length of
15.25 cm. The far end of the sample conteiner
was welded to a 2.54 cm thick end piate. 1In
order to minimize reflections coming back
through the soil, a momentum trap consisting of
a solid polyvinylchloride (PVC) rod was placed
against the sample container's end plate.
Figures 1 and 2 show the shock system.

In order to measure incoming water pres-
and porewater pressures in the soil
modified piezoresistive pressure
transducers  (Endevco Model 8511a-5kMl) were
used. One transducer was exposed to the water
through which the compressive wave traveled and
another was placed in the soil sample. The
responses in the transducers were amplified and
sent to a digital waveform recorder
(Gould/Biomation Model 2805). Both transient
and residual porewater pressures were recorded
by use of dual sampling rates. A microcomputer
(HP-9835A) was used to analyze the data.

sures
sample,

SOIL DESCRIPTION

Basic physical and

index properties for
Monterey No.

0/30 sand,” evaluated according to
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accepted standard laboratory testing procedures
set forth by the American Society for Testing
and Materials [1] are given in Table 1. Details
of the tests are given by Muzzy [3], Charlie, et
al. [2] and Veyera [4]. The soil grains are
uniform in size and are subangular to subrounded
in shape (Figure 3). The predominate mineral
constituent 1s quartz with several others exist-
ing in substantially smaller amounts.

Soils were placed in the sample container
at various densities (relative densities of 0%,
20%, 40%, 60% and 8u%). Tabie 2 lists the void
ratio (e), total saturated mass density (pt),
and predicted compressional wave vel~ ity (Vmix)
at 100% saturation for each relative density.
To ensure 100% saturation, the samples were
flushed with CO, gas to remove air, flushed with
deaired water and back pressured to 345 kPa.
After saturation, the compressional wave
velocity exceeded 1500 m/sec.

SHOCK TESTS

A total of 35 samples were tested. For
each density (0%, 20%, 40%, 60% and 80%), seven
samples were tested at tour different effective
stresses (86, 172, 345, and 690 kPa). The
porewater pressures were recorded. From the
peak porewater pressure the peak compressive
strain  was calculated. From the residual
porewater pressure the porewater pressure ratio
(PPR) was calculated for the first impact of
each sample. The PPR is defined as:

AU
PPR = —ReS Eq. 1
00

Res is the residual porewater pressure
increase after passage of the compression wave

where Au

and 35 js the initial effective stress. The
ra .0 ranges from zero to 1, with zero being no
increase in residual porewater pressure and one
indicating liquefaction (zero effective stress).
The PPR was found to increase with increasing
peak compression strains and decrease with
increased 1initial effective stress and relative
density. The results of the 35 tests are
reported in Table 3 and plotted on Figure 4.

The results of a multivariate regression
analysis of the data given in Table 3 produced
the following form:

0.331(; )-0.308(

) 179
pk [J

PPR=(16.00) (e Dr)" " Eq. 2

where relative density, (Dr), and peak compres-
sive strain, (epk), are both in percent and the

jnitial effective stress, (30), is in kPa. The

standard error estimated is 0.19 and the coeffi-
cient of determination (R2?) is 66%. Each sample
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Figure 1. Cross-section of the confining pressure tube (Veyera, 1985)
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Figure 2. Cross-section of the sample container (Veyera, 1985)

Table 1. Physical Properties of Monterey No. 0/30 Sand

USCS Classification sP
Specific Gravity 2.65
Particle Size Data
Dso 0.45mm
Dso 0.38mm
10 0.2%mm
% Passing #20 sieve 100%
% Passing #100 sieve 0.05%

Relative Density Test Data:
Dry Unit Weight
Maximum 1700 kg/m?
Minimum 1470 kg/m?*
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Table 2. Stress Wave Propagation Parameters for Monterey No. 0/30 Sand

l DR (%)
0
20
40
60
8C

Void Ratio (e)

0.803
0.755
0.707
0.659
0.611

oy (kg/m®) Vnix (m/sec)
1915 1519
1940 1532
1967 1546
1995 1563
2024 1582

Note: The compressive stress wave velocity in fresh water at 20°C is
1500 m/sec

Table 3. Peak Porewater Pressure, Peak Compressive Strain and Pore Pressure
Ratio for Monterey No. 0/30 Sand (First Impacts)

Test 1D

DR = "0%" Series

DR = "20%" Series

DR = "40%" Series

DR = "60%" Series

DR = "80%" Series

(1) Measured
(2) Calculated

[+

0
(kPa)

86
172
172
345
345
690
690

86
172
172
345
345
690
690

86
172
172
345
345
690
690

86
172
172
345
345
690
690

86
172
172
345
345
690
690

O N

DR

(%)

27.
23.
29.
27.
28.
22.

46.
47.
44,
45.
46.
46.
46.

67.
67.
61.
66.
64.
65.
62.

85.
87.
81.
85.
83.
86.
83.

NNWIPPO
s s e s 8 s e
oo Nno

HOUOAOWN

NONWH =W SNNNWON =~

DWW LWwOD
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(1) (2)
“pk €pk
(kPa) (%)

272 0.0061
461 0.0103
5711 0.1283
1222 0.0273
6585 0.1481
81 0.0018
2012 0.0653
353 0.0076
524 0.0114
3817 0.0833
661 0.0143
5400 0.1172
380 0.0082
5768 0.1262
517 0.0109
1692 0.0355
4524 0.0955
543 0.0114
4693 0.0987
742 0.0152
3845 0.0808
349 0.0077
380 0.0077
4156 0.085(
290 0.0059
6022 0.1226
480 0.0097
5994 0.1224
796 0.0155
950 0.0184
6867 0.1353
697 0.0136
8198 0.1607
715 0.0139
5966 0.1169

prr(1)

OCOOODODOCOO COCO00OOO ~HMOOoOOROO HOMHOOOO

OO0 OoOROO

.33
17
.66
.56
.08
.02
.03

.12
.10
.01
.23
.99
.18
.c3

.42
.61
.50
.06
.83
.35
.19

.46
.16
.83
.12
.66
.18
.62

.64
.53
.15
.36
.33
.33
.63
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Figure 3. Photomicrograph of Monterey No. 0/30 Sand (Muzzy, 1983)

Plot of PPR vs PEAK STRAIN
First Impacts
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>~ Equation 2 for Dr=10% and ES= 86kPa

" ~ Equation 2 for Dr=80% and ES=690kPa
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Figure 4. Pcrewater Pressure Ratio as a Function of Density and Effective Stress
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o was also subjected to additional mult ple shocks The peak sirain necessary for liquefaction
: and the results were similar to Eq. 2. A finite d.pends on the soils' density, the initial
difference model utilizing auasi-static stress effective stress and to a much lesser extent,
W: strain information obtained rom drained one- the particle size, shape and hardness. At
? dimensional 1loading tests on the soil also strains greater than 1%, all samples tested
s‘ predicted PPR similar to Eq. 2 [4]. under the first impact liquefied, and at strains
! -3 . .
b The next phase of the investigation is a !ejs than 5x10 "% Tliquefaction could nog bi
o field effort in which actual explosives are used ‘2 uced gvir “"“ezh m”‘“’?!e.t‘mpaCtsit d ea
-t to generate compression waves in saturated sand. strains — between ese iimits resufted In
The test setup consists of a 4.27m diameter residual porewater pressure increases (partial
! steel tank located below the groundwater table liquefaction) and at these peak strains 1i-
) and filled with saturated sand. The top of the quefaction  could be finduced under multiple
e tank is 3.66m below the surrounding ground impacts.
%9 surface in a pit 15m square. The pit is filled
) with water and explosives are detonated in this
§, water, sending the compressional shock waves
vertically downward through the sand. ACKNOWLEDGEMENTS
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